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Abstract— This paper provides an approach to the design of
decentralized switched output-feedback controllers for large-
scale linear plants where the controllers, sensors and actuators
are connected via a shared communication network subject
to time-varying transmission intervals and delays. Due to
the communication medium being shared, it is impossible to
transmit all control commands and measurement data simulta-
neously over the communication network. As a consequence,
a protocol is needed to orchestrate what data is sent over
the network at each transmission instant. To effectively deal
with the shared communication medium using static controllers,
we adopt a switched controller structure that switches based
on available control inputs at each transmission time. By
taking a discrete-time switched linear system perspective, we
are able to derive a general model that captures all these
networked and decentralized control aspects. The proposed
synthesis method is based on decomposing the closed-loop
model into a multi-gain switched static output-feedback form.
This decomposition allows for the formulation of linear matrix
inequality based synthesis conditions which, if satisfied, provide
stabilizing switched controllers, which are both decentralized
and robust to network effects. A numerical example illustrates
the aforementioned developed theory.

I. INTRODUCTION

Recently, there has been an enormous interest in the
control of large-scale networked systems that are physically
distributed over a wide area [16]. Examples of such dis-
tributed systems are electrical power distribution networks,
water transportation networks, industrial factories and energy
collection networks (such as wind farms). This problem
setting has a number of features that seriously challenge the
controller design.

The first feature which challenges controller design is that
the controller is decentralized, in the sense that it consists of
a number of local controllers that do not share information.
The difficulty of decentralized control synthesis lies in the
fact that each local controller has only local information
to utilize for control, which implies that the other local
control actions are perceived as (unknown) disturbances. This
synthesis problem is, in general, non-convex. In [19], it was
shown that for linear time-invariant systems, only decentral-
ized (block diagonal) controllers interconnected with plants
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of an identical block diagonal structure satisfy a property
called ‘quadratic invariance,’ and, hence, allow for convex
synthesis of optimal static feedback controllers. For the
specific case of block diagonal static state-feedback control
design, [8] discovered that through a change of variable,
sufficient linear matrix inequality (LMI) synthesis conditions
could be formulated which guarantee robust stability with
respect to convex bounded uncertainties.

The second feature which challenges controller design
comes from the fact that when considering control of a large-
scale system, it would be unreasonable to assume that all
states are measured. Therefore an output-based controller is
needed. In particular, we consider a static feedback setup.
In [23], an algorithm based on sufficient LMI conditions
for synthesis of robust decentralized static controllers with
respect to unknown non-linear subsystem coupling, which is
sector bounded and state dependent, was presented. However,
[23], as well as [8], considered the communication channels
between sensors, actuators and controllers to be ideal.

The third feature which challenges controller design arises
from the fact that the implementation of a decentralized
control strategy may not be financially possible without a
way to inexpensively connect the sensors, actuators and
controllers. Indeed, the advantages of using a wired/wireless
network compared to dedicated point-to-point (wired) com-
munication are inexpensive and easily modifiable commu-
nication links. However, the drawback is that the control
system is susceptible to undesirable (possibly destabilizing)
side-effects see e.g. [12]. So, the decentralized controller
needs to have certain robustness properties when using a
communication network. There are roughly five recognized
networked control system (NCS) side-effects: time-varying
transmission intervals, time-varying delays, packet dropouts,
quantization and a shared communication medium (the latter
implying that not all information can be sent over the
network at once). For modeling simplicity, we only consider
time-varying transmission intervals and the communication
medium to be shared in this work, although extensions
including the other side effects can be envisioned within the
presented framework.

In the NCS literature, there are many existing results
on stability analysis which consider linear static controllers
[3], [7], [17], [21], linear dynamic controllers [6], [22],
nonlinear dynamic controllers [1], [10], [18] and model-
based controllers [15]. However, results in controller syn-
thesis for NCSs are rare [12]. LMI conditions for synthesis
of state-feedback controllers [2] and static output-feedback
controllers [9] only became available recently and both con-
sidered the centralized controller synthesis problem setting.
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Resuming, we note that although a decentralized output-
based switched control structure is reasonable to use in
practice, its design is extremely complex due to the fact
that we simultaneously face the issues of (i) a decentralized
control structure (ii) limited measurement information and
(iii) communication side-effects. The contribution of this
paper is twofold: firstly, a model describing the controller
decentralization and the communication side-effects is de-
rived and, secondly, our most significant contribution is LMI-
based synthesis conditions for decentralized switched static
output-feedback controllers that are robust to communication
imperfections.

A. Nomenclature

We denote A> ∈ Rm×n as the transpose of the matrix
A ∈ Rn×m and ‖A‖ :=

√
λmax(A>A) the spectral norm

of a matrix A, which is the square-root of the maximum
eigenvalue of the matrix A>A. For a matrix A ∈ Rn×m
and two subsets I ⊆ {1, ..., n} and J ⊆ {1, ...,m}, the (I,J)-
submatrix of A is defined as (A)I,J := (aij)i∈I,j∈J. In case
I = {1, ..., n}, we also write (A)•,J.

II. THE MODEL & PROBLEM DEFINITION

We consider a collection of coupled continuous-time linear
subsystems P1, ...,PN , see Fig. 1, given by

Pi :


ẋi(t) = Aixi(t) +Biûi(t)

+
∑N
j=1
j 6=i

(Ai,jxj(t) +Bi,j ûj(t))

yi(t) = Cixi(t) +
∑N
j=1
j 6=i

Ci,jxj(t),

(1)

for i ∈ {1, ..., N}, where xi ∈ Rnxi , ûi ∈ Rnui , and
yi ∈ Rnyi are the subsystem state, input and output
vectors, respectively. The subsystem interaction matrices,
Ai,j , Bi,j , Ci,j , i 6= j, represent how subsystem j affects
subsystem i via state, input and output coupling, respectively.
We consider this subsystem collection to be disjoint, i.e. the
entire collection of subsystems can be compactly written as

P :

{
ẋ(t) = Ax(t) +Bû(t)
y(t) = Cx(t),

(2)

with state x = [x>1 , x
>
2 , ..., x

>
N ]> ∈ Rnx , control input

û = [û>1 , û
>
2 , ..., û

>
N ]> ∈ Rnu and measured output

y = [y>1 , y
>
2 , ..., y

>
N ]> ∈ Rny . The matrix A is defined

as

A :=


A1 A1,2 · · · A1,N

A2,1 A2

...
...

. . .
AN,1 · · · AN

 (3)

and the matrices B and C in (2) are defined similarly. The
objective of this paper is to present an approach for analysis
and synthesis of a controller for system (2) that has the
following features: (i) decentralized; (ii) output-based; (iii)
robustly stabilizes x = 0 with respect to uncertain time-
varying transmission intervals hk ∈ [h, h]; (iv) stabilizes
x = 0 in the presence of a shared communication medium:

P1

û1(t) y1(t)

P2

Communication Network

PN

û2(t) y2(t) û
N
(t) y

N
(t)

C1
ŷ
k,1

u
k,1

C2 CN
ŷ
k,2

ŷ
k,N

u
k,2

u
k,N

Fig. 1. Decentralized NCS.

not all measured outputs and control inputs can be com-
municated simultaneously and a network protocol schedules
which information is sent at the transmission instants.

Due to these design features, we consider a decentral-
ized control structure consisting of N local controllers
Ci, i ∈ {1, ..., N}, which communicate with the sensors and
actuators of the plant via a shared network. The decentralized
control structure we consider, ‘parallels’ the chosen plant
decomposition as in (1). This is depicted in Fig. 1, where
the ith controller receives measurements from and sends
control commands to the ith subsystem only. Specifically,
we consider the control law to be of the form

Ci : uk,i = Kσk,iŷk,i,

where uk,i ∈ Rnui , ŷk,i ∈ Rnyi with tk, the kth transmission
instant, k ∈ N, and σk ∈ {1, ..., N̄} is a switching variable
related to the shared communication medium, which will
be explained in the next section. This control law can be
compactly written as

C : uk = Kσk ŷk, (4)

where

Kl = diag(Kl,1,Kl,2, ...,Kl,N ), l ∈ {1, ..., N̄}, (5)

with Kl,i ∈ Rnui×nyi .
In Section II-A, a description of the network imperfections

is provided. In Section II-B, a closed-loop model suitable for
controller synthesis is derived incorporating all the aforemen-
tioned aspects.

A. Network Description

Communication between sensors, actuators and controllers
will take place via a shared network, see Fig. 1. Here,
we will consider two network effects: namely, time-varying
transmission intervals and a shared communication medium,
where the latter imposes the need for a scheduling protocol
to determine what measurement and control command data
is transmitted at each transmission instant.

Assuming that the transmission intervals hk := tk+1 − tk
satisfy hk ∈ [h, h] for some 0 < h ≤ h and all k ∈ N, and
a zero-order-hold assumption on the inputs û, i.e.

û(t) = ûk for all t ∈ [tk, tk+1), k ∈ N, (6)

the exact discrete-time equivalent of (2) is

Phk :

{
xk+1 = Āhkxk + B̄hk ûk
yk = Cxk,

(7)
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where Āhk := eAhk and B̄hk :=
∫ hk

0
eAsdsB. In (7),

xk := x(tk), yk := y(tk), with tk the transmission instants,
and ûk is the discrete-time control action available at the
plant at t = tk.

Since the plant and controller are communicating through
a network with a shared communication medium, the actual
input of the plant ûk ∈ Rnu is not equal to the controller
output uk and the actual input of the controller ŷk ∈ Rny is
not equal to the sampled plant output yk. Instead, ûk and ŷk
are ‘networked’ versions of uk and yk, respectively.

To explain the effect of the shared communication medium
and thus the difference between ŷk and yk, and ûk and uk,
k ∈ N, one has to realize that the plant has ny sensors and
nu actuators. The actuators and sensors are grouped into
N̄ nodes, where, in principle it is allowed that a node can
contain both sensors and actuators. The sets of actuator and
sensor indices corresponding to node l are denoted by

J̄ul ⊆ {1, ..., nu}, J̄yl ⊆ {1, ..., ny},
respectively.

At each transmission instant, only one node obtains access
to the network and transmits its corresponding u and/or y
values. Only the transmitted values will be updated, while
all other values remain unchanged. This constrained data
exchange can be expressed as

ûk = Γuσkuk + (I − Γuσk)ûk−1 (8a)
ŷk = Γyσkyk + (I − Γyσk)ŷk−1, (8b)

where the value of σk ∈ {1, ..., N̄} indicates which node is
given access to the network at the transmission instant k ∈ N
and Γul ∈ Rnu×nu and Γyl ∈ Rny×ny , for l ∈ {1, ..., N̄},
are diagonal matrices where

(Γul )i,i :=

{
1, if i ∈ J̄ul ,
0, otherwise,

(Γyl )i,i :=

{
1, if i ∈ J̄yl ,
0, otherwise.

The mechanisms determining σk at transmission instant tk
are known as protocols. In this paper, we focus on the general
class of periodic protocols [6], which are characterized by

σk+Ñ = σk, for all k ∈ N, (9a)

{σk| 1 ≤ k ≤ Ñ} ⊇ {1, ..., N̄}, (9b)

where Ñ ≥ N̄ and Ñ ∈ N is the period of the protocol. Note
that (9b) means that every node is addressed at least once in
every period of the protocol. This condition is very natural
as nodes that are never used do not need to be defined.

Remark 1 Note that in the case when a node, that contains
both sensors and actuators, gains access to the network,
the control law (4) requires that, first, the measurement
data is received, then, the control commands are computed
and, finally, the control commands are transmitted to the
actuators.

To characterize the decentralized NCS, we need to deter-
mine the sets of actuators and sensors that are associated with

node l ∈ {1, ..., N̄} and belong to subsystem i ∈ {1, ..., N}.
To achieve this we can use the structure present in the disjoint
system decomposition. Due to the fact that we consider the
decomposition of (2) to be disjoint, as given in (1), we have
that the input vector ûk and output vector yk are ordered
such that the set of indices corresponding to actuators ûk
and sensors yk belonging to subsystem i are defined as

Jui := {∑i−1
j=0 nuj + 1, ...,

∑i
j=0 nuj},

Jyi := {∑i−1
j=0 nyj + 1, ...,

∑i
j=0 nyj},

respectively, for i ∈ {1, ..., N}, where nu0
= ny0 := 0 and

nui and nyi denote the number of actuators and sensors,
respectively, belonging to subsystem i ∈ {1, ..., N}. With
these sets defined, we have that the set J̄ul ∩ Jui consists
exactly of the indices of the actuators that are associated with
node l and belong to subsystem i. A similar interpretation
holds for J̄yl ∩ Jyi , regarding the indices of the sensors.

B. Closed-Loop Model

To derive an expression for the closed-loop dynamics, we
will define the state vector x̄k := [x>k ŷ>k−1 û>k−1]> ∈ Rn,
where n = nx+nu+ny . Combining (4), (7) and (8) results
in the overall closed-loop system

x̄k+1 = Ãσk,hk x̄k, (10)

where

Ãl,h =[
Āhk + B̄hkΓuσk

KσkΓyσk
C B̄hkΓuσk

Kσk (I − Γyσk
) B̄hk (I − Γuσk

)

Γyσk
C (I − Γyσk

) 0

Γuσk
KσkΓyσk

C Γuσk
Kσk (I − Γyσk

) (I − Γuσk
)

]
,

(11)

l ∈ {1, ..., N̄}, and h ∈ R. The closed-loop system (10) is
a discrete-time switched linear parameter-varying (SLPV)
system where the switching, as given by σk, is due to
the communication medium being shared and the parameter
uncertainty is caused by the uncertainty in the transmission
interval hk ∈ [h, h].

III. POLYTOPIC OVERAPPROXIMATION

In the previous section, we obtained a decentralized NCS
model in the form of a switched uncertain system. However,
the form of the model in (10), (11) is not convenient to
develop efficient techniques for controller synthesis due to
the nonlinear dependence of Ãσk,hk in (11) on the uncertain
parameter hk. To make the system amenable for synthesis,
a procedure is employed to overapproximate system (10),
(11) by a polytopic system with norm-bounded additive
uncertainty, i.e.

x̄k+1 =

M∑
m=1

αmk (Fσk,m + Gm∆kHσk) x̄k, (12)

where Fl,m ∈ Rn×n, Gm ∈ Rn×2nx , Hl ∈ R2nx×n,
for l ∈ {1, . . . , N̄} and m ∈ {1, . . . ,M}, with M
the number of vertices of the polytope. The vector
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αk = [α1
k . . . α

M
k ]> ∈ Ω, for all k ∈ N, is time-varying

with

Ω =
{
α ∈ RM

∣∣∣ ∑M
m=1 α

m = 1 and αm ≥ 0

for m ∈ {1, . . . ,M}
}

(13)

and ∆k ∈∆, for all k ∈ N, with the additive uncertainty set
∆ ⊆ R2nx×2nx given by

∆ =
{

diag(∆1, . . . ,∆2Q) | ∆q+jQ ∈ Rnλq×nλq ,
‖∆q+jQ‖ ≤ 1, q ∈ {1, . . . , Q}, j ∈ {0, 1}

}
, (14)

where nλq × nλq , q ∈ {1, ..., Q}, are the dimensions of the
qth real Jordan block [13] of A and Q is the number of real
Jordan blocks of A. System (12) is an overapproximation of
system (10) in the sense that{
Ãl,h

∣∣∣ h ∈ [h, h]
}

⊆
{∑M

m=1 α
m (Fl,m + Gm∆Hl)

∣∣∣ α ∈ Ω,∆ ∈∆
}
, (15)

for all l ∈ {1, . . . , N̄}. Due to this inclusion, stability of (12)
for all αk ∈ Ω and ∆k ∈∆, k ∈ N, implies stability of (10)
for all hk ∈ [h, h]. Although many overapproximation tech-
niques are available, see e.g. the survey [11], here we employ
a gridding-based procedure based on [6] to overapproximate
system (10), such that (15) holds. This choice is motivated
by the favorable properties that this method possesses [11].

To obtain an overapproximation of (10) in the form (12),
a set of grid points {h̃1, ..., h̃M}, where h̃m ∈ [h, h],
m ∈ {1, ...,M}, must be chosen. The choice of grid points
directly influences the tightness of the overapproximation.
There are procedures in the literature which determine the
set of grid points {h̃1, ..., h̃M} by iteratively placing each
grid point at the location of the worst-case approximation
error, thus, iteratively tightening the overapproximation. Due
to lack of space we cannot provide the procedure here
and instead refer the reader to [6] for details. Following a
procedure similar to that of [6] leads to an overapproximation
(12) of (10) satisfying (15), with

Fl,m := Ãl,h̃m

for l ∈ {1, ..., N̄} and m ∈ {1, ...,M} and, with B given in
(2), we define

Hl :=
[

T−1 0 0
T−1BKlΓ

y
l C T−1BKl(I − Γyl ) T−1B(I − Γul )

]
,

(16)
for l ∈ {1, ..., N̄} and

Gm :=

T T
0 0
0 0

Um, (17)

for m ∈ {1, ...,M}, in which T is given by the real Jordan
form decomposition [13] of the matrix A, as in (2), i.e.
A := TΛT−1, where T is an invertible matrix and Λ =
diag(Λ1, . . . ,ΛQ) with Λq ∈ Rnλq×nλq , q ∈ {1, . . . , Q},
the qth real Jordan block of A. Additionally,

Um := diag(δA1,mI1, . . . , δ
A
Q,mIQ, δ

E
1,mI1, . . . , δ

E
Q,mIQ)

where Iq is the nλq × nλq identity matrix and δq,m is the
worst case approximation error for each real Jordan block,
Λq , q ∈ {1, ..., Q} and for each grid point m ∈ {1, ...,M}.
See [6] for details on how to compute δq,m.

We care to stress that the most appealing aspect of this
particular overapproximation technique is the fact that it
introduces arbitrarily little conservatism when employed in
(quadratic-type) Lyapunov-based stability analysis [6].

IV. DECENTRALIZED CONTROLLER SYNTHESIS

In this section, we will present the main contribution of
this paper consisting of LMI-based conditions for designing
the decentralized controller gains Kl in (4), by using the
overapproximated model (12). Before we can use the model
(12) for synthesis, an essential step must be taken so that (12)
can be rewritten in a form suitable for controller synthesis.

The essential step in achieving LMI-based synthesis con-
ditions is reformulating (11) such that the design variables
are non-structured matrices, instead of the structured (block
diagonal) matrices Kσk , as in (5), that are currently present.
To achieve this, we define

Υu
l,i :=

{
(Γul )•,J̄ul ∩Jui , if l ∈ Lu,i,

0, otherwise,
(18a)

Ῡy
i := (Iy)•,Jyi , (18b)

for l ∈ {1, ..., N̄}, where Iy ∈ Rny×ny is the identity matrix
and

Lu,i := {l ∈ {1, ..., N̄} | J̄ul ∩ Jui 6= ∅}, (19)

are the sets of node indices which contain at least one
actuator from subsystem i. Finally, we define

K̄l,i :=

{
(Kl)J̄ul ∩Jui ,J

y
i
, if l ∈ Lu,i,

0, otherwise,
(20)

for l ∈ {1, ..., N̄}. With these matrices defined, we have that
the following equation holds for l ∈ {1, ..., N̄}

Γul Kl =

N∑
i=1

Υu
l,iK̄l,iῩ

y>
i . (21)

Now, (21) allows the closed-loop matrix Ãσk,hk in (11) to
be expressed in terms of the non-structured matrices K̄σk,i

instead of the structured (block diagonal) matrices Kσk . The
benefit of this is that the synthesis problem for decentralized
control, which naturally imposes ‘structural’ constraints, can
now be formulated as a ‘non-structured’ synthesis problem.

Recall that we now have a system of the form (12),
where the matrices Fl,m = Ãl,h̃m are given by (11) with
h ∈ {h̃1, ..., h̃m}, and the matrices Hl and Gm are given in
(16) and (17), respectively. Using (21), we can decompose
Fl,m and Hl in the following way

Fl,m = Al,m +

N∑
i=1

Bl,m,iK̄l,iCl,i, (22a)

Hl = Dl +

N∑
i=1

El,iK̄l,iCl,i, (22b)
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where

Al,m :=

Āh̃m 0 B̄h̃m(I − Γul )
Γyl C (I − Γyl ) 0

0 0 (I − Γul )

 ,
Bl,m,i :=

B̄h̃mΥu
l,i

0
Υu
l,i

 ,
Cl,i :=

[
Ῡy>
i Γyl C Ῡy>

i (I − Γyl ) 0
]
,

Dl :=

[
T−1 0 0

0 0 T−1B(I − Γul )

]
, El,i :=

[
0

T−1BΥu
l,i

]
.

Notice that (12) with (22) describes a discrete-time SLPV
system with norm-bounded uncertainty. No results are avail-
able in the literature to synthesize the controller gains K̄l,
at present. However, LMI-based synthesis conditions can
be obtained by generalizing the results in [4], [5] in three
directions. In particular, the first extension is the accommo-
dation of norm-bounded uncertainty Gm∆Hσk in (12), where
∆ ∈ ∆, and the second extension is that the switching
sequence (9) that we consider is ordered (periodic in this
case), whereas [5] considered the case of arbitrary switching.
Finally, the third extension is generalizing the set of LMI-
based conditions in [5] so that solutions for the multi-gain
switched static output-feedback problem can be included. Al-
though the required extensions of the ideas in [5] contribute
toward our main result, we would like to emphasize that
using (21) for the formulation of (22) is the foundation upon
which our main result is built. Stabilizing controller gains Kl

for the NCS given by (10) with hk ∈ [h, h] and a protocol
satisfying (9) can be synthesized according to the following
theorem. To state our main contribution below, the matrix
set

R := {diag(r1I1, . . . , rQIQ, rQ+1I1, . . . , r2QIQ)

∈ R2nx×2nx | rq̃ > 0} (23)

is used, where Iq is the nλq × nλq identity matrix complying
with the qth real Jordan Block of A.

Theorem 1 Consider the system (10), (11) with hk ∈ [h, h],
k ∈ N, and its overapproximation given by (12), (17),
(22). Furthermore, assume that the protocol satisfies (9)

and any node l ∈ {1, ..., N̄}, which contains at least one
sensor from subsystem i, i.e. J̄yl ∩ Jyi 6= ∅, consists of
linearly independent subsystem sensors, i.e. (C)J̄yl ∩J

y
i ,• has

full row rank. Now, suppose there exist symmetric matrices
Pj , matrices Rj,m ∈ R, with R as in (23), and matrices Gl,
Zl,i and Xl,i where j ∈ {1, ..., Ñ}, m ∈ {1, ...,M}, l ∈
{1, ..., N̄}, i ∈ {1, ..., N} such that

 Gσj +G>σj − Pj Ξ1(j,m)> 0 Ξ2(j)>

? Pj+1 GmRj,m 0
? ? Rj,m 0
? ? ? Rj,m

 � 0,

(24)

for j ∈ {1, ..., Ñ}, m ∈ {1, ...,M}, and

Xl,iCl,i = Cl,iGl, for l ∈ Lu,i, i ∈ {1, ..., N} (25)

for which we define

Ξ1(j,m) := Aσj ,mGσj +
∑N
i=1 Bσj ,m,iZσj ,iCσj ,i,

Ξ2(j) := DσjGσj +
∑N
i=1 Eσj ,iZσj ,iCσj ,i,

for j ∈ {1, ..., Ñ}, m ∈ {1, ...,M}, with PÑ+1 := P1 and
the set Lu,i is given in (19). Then the controller gains Kl,
defined by (21), (20) and K̄l,i = Zl,iX

−1
l,i , l ∈ Lu,i, i ∈

{1, ..., N}, render the system (10), with hk ∈ [h, h], k ∈ N,
and the mentioned periodic protocol, UGES.

V. EXAMPLE

In this section, we will illustrate the presented theory with
a numerical example. The unstable plant that we aim to
stabilize is in the form (2) where the matrices A, B, and C
are given by (30). The three disjoint systems are indicated
by dashed lines. We will compare three different controller
structures, denoted C1, C2 and C3.

C1 - The first controller (C1) is a centralized controller
(N = 1) of the form (4) where the communication medium
is not shared, meaning all sensors and actuators are in one
node (N̄ = 1) and Γu1 = Γy1 = I . This is the simplest setting
for which Theorem 1 applies.

C2 - The second controller (C2) is a decentralized con-
troller (N = 3) of the form (4) where the decentralized
structure is indicated in (30) with the dashed lines and the
communication medium is not shared, meaning all sensors
and actuators are in one node (N̄ = 1) and Γu1 = Γy1 = I .

[
A B
C

]
=



−3.7 0 0 −1.0 0.1 −2.0 0.4 −0.4 0.4 0.7 0.9 −3.6 −3.9 2.7
0 −5.1 0.7 −0.2 −0.9 1.2 0.5 0.9 0.3 1.9 2.4 −1.2 2.0 −3.9
0 0.7 −2.6 −0.1 −0.5 −0.7 −0.6 0.6 −0.8 −1.5 3.4 2.5 −0.4 1.5

−1.0 −0.2 −0.1 −3.7 −1.3 −0.6 2.1 −1.8 −1.4 0.3 1.9 −4.0 3.5 −1.0
0.1 −0.9 −0.5 −1.3 −4.5 −0.3 1.8 −0.9 0.8 −0.1 −2.6 −2.9 −0.3 2.7
−2.0 1.2 −0.7 −0.6 −0.3 −6.0 0.5 −1.6 0.4 −0.1 −0.8 −2.4 −0.7 0

0.4 0.5 −0.6 2.1 1.8 0.5 −3.1 1.8 −0.2 0 3.5 −2.4 2.8 1.7
−0.4 0.9 0.6 −1.8 −0.9 −1.6 1.8 −3.9 0.8 −0.6 3.4 0.8 0.2 −0.6

0.4 0.3 −0.8 −1.4 0.8 0.4 −0.2 0.8 −3.7 0.7 −0.7 −1.8 −2.4 −1.6
0.7 1.9 −1.5 0.3 −0.1 −0.1 0 −0.6 0.7 −1.3 3.2 −2.4 1.4 −2.5
−2.5 −1.0 2.6 −1.3 −1.0 2.4 −1.9 3.2 −3.5 −0.5

1.5 2.9 1.2 0.3 1.6 3.7 −2.0 −2.4 4.0 −2.2
−1.6 2.9 2.6 1.8 0.4 0.2 3.0 −1.6 0.7 0.6

0.3 0.8 1.3 −1.5 −0.4 3.1 1.9 1.3 −0.6 2.1
−2.8 0 −1.3 2.7 1.6 −2.6 −2.9 −1.7 0.1 0.2

1.6 3.2 −1.7 0.6 1.0 3.9 −4.0 −0.2 −1.3 1.1


(30)
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(h− h) = δh? for which stabilizing controller gains
for the system (2), (30) could be synthesized for C1, C2 and C3 using
Theorem 1.

C3 - The third controller (C3) is a decentralized controller
(N = 3) of the form (4) where the decentralized structure is
indicated in (30) with the dashed lines and the communi-
cation medium is shared. We specify that there are N̄ = 2
nodes, where Γu1 = diag(1, 1, 0, 0), Γu2 = diag(0, 0, 1, 1),
Γy1 = diag(1, 1, 1, 0, 0, 0) and Γy2 = diag(0, 0, 0, 1, 1, 1).
We specify the protocol to be the well-known Round-Robin
protocol given by (9) with σl = l, l ∈ {1, 2} and Ñ = 2.

For each of the controllers C1, C2 and C3 we took
different values of a nominal transmission interval, de-
noted h?, and used the YALMIP interface [14] with the
SeDuMi solver [20] to verify the conditions of Theo-
rem 1 in order to find stabilizing gains Kl which max-
imize δ ∈ [0, 1) such that the NCS (10) is stable for
[h, h] = [(1− δ)h?, (1 + δ)h?], k ∈ N, i.e. we consider a
symmetric uncertainty interval around h?. For C1, C2 and
C3 we considered an overapproximation (12) of the closed-
loop dynamics (10) with M = 10 grid points.

The result of applying Theorem 1 to C1, C2 and C3 is
plotted in Fig. 2. The regions for which closed-loop stability
can be guaranteed for C1, C2 and C3 lie below the lines cor-
responding to C1, C2 and C3. One can see that, as expected,
the case with synthesizing a centralized controller and a
communication medium which is not shared (C1) yields
the largest stable region. Synthesizing a controller which
is stabilizing in the presence of a shared communication
medium and decentralized structural constraints (C3) results
the smallest region.

VI. CONCLUSION

In this paper, we have presented LMI-based synthesis
conditions for designing decentralized static controllers in
the presence of a shared communication medium, which
are robust with respect to time-varying transmission inter-
vals and time-varying delays. This paper presented direct
LMI-based synthesis conditions using an (arbitrarily tight)
overapproximated model. This achievement was realized
by expressing the controller design problem as a multi-
gain switched static output-feedback problem (with additive
uncertainty), for which the gains can be efficiently solved by
LMI-based feasibility conditions. These LMI-based synthesis
conditions, if satisfied, provide stabilizing gains for both the
decentralized problem setting and the NCS problem setting

in isolation, as well as the unification of these two problem
settings.
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