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a b s t r a c t

We propose a new design for a repetitive control scheme for nonlinear minimum-phase systems
with arbitrary relative degree and globally Lipschitz nonlinearities. We represent the delay of the
repetitive control scheme as a transport equation and we propose a new forwarding-based (partial)
state-feedback design that uses not only the boundary information of the delay, but the entire state
of the transport equation representing the delay. Through a rigorous mathematical analysis, we show
that, from a theoretical point of view, asymptotic convergence of the desired regulated output can be
achieved with the proposed control design.

© 2021 Elsevier Ltd. All rights reserved.
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1. Introduction

Repetitive Control (RC) techniques for continuous-time sys-
ems have been developed at the end of the 80s for tracking
nd/or rejecting periodic signals of known period T , see Hara,
amamoto, Omata, and Nakano (1988). Supported by the well-
nown ‘‘internal model principle’’ (see, e.g., Francis & Wonham,
976) stating that a robust controller needs to incorporate a copy
f the model generating the references/disturbances, the main
dea of RC relies on the use of a delay as universal generator of
eriodic signals. Such a delay (of time T ) is then embedded in the
eedback regulator in order to achieve asymptotic regulation of
he desired output. As a consequence, one of the main difficulties
n RC is to guarantee the stability of a closed-loop system incor-
orating a delay, i.e., being an infinite-dimensional system. The
forementioned technical issues and the fact that, from a prac-
ical point of view, the implementation of infinite-dimensional
ontrol solutions is considered as challenging, widely justified the
esearch of finite-dimensional versions of RC schemes. Indeed,
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after the seminal work of Tomizuka, Tsao, and Chew (1988),
a large part of the RC-community approached the problem in
the discrete-time domain, see for instance, (Escobar, Mattavelli,
Hernandez-Gomez, & Martinez-Rodriguez, 2013; Longman, 2010;
Owens, Tomas-Rodriguez, Hatönen, & Li, 2006; Zhang, Zhou, &
Wang, 2013). This partial change of paradigm made also a step
towards computational techniques such as iterative learning con-
trol and run-to-run control, see, e.g., Longman (2000), Wang, Gao,
and Doyle, III (2009) and Wang, Freeman, and Rogers (2016).

Despite the large progress in practical applications (see, among
them, Blanken, Koekebakker, and Oomen 2019, Kasac, Novakovic,
Majetic, and Brezak 2008, Kurniawan, Cao, Mahendra, and War-
doyo 2014, Mattavelli and Marafao 2004), when considering the
problem of a RC-design in the continuous-time domain, many
questions are still open. In particular, it is not clear whether an
exact (i.e., infinite-dimensional) RC-scheme can be used (from a
theoretical point of view) to achieve asymptotic convergence of
the desired regulated output. In fact, one of the main limitations
of existing continuous-time schemes is that only ‘‘boundary in-
formation’’ (namely, the values of the delayed signal at instants t
nd t+T ) is used for control purposes. Such a constraint, however,
trongly restricts the class of systems to which a RC-scheme can
e applied, that is nonlinear systems which are strictly input
assive (in other words, with a direct feedthrough term). We
efer to Hara et al. (1988) for a proof for linear systems where it
s shown that exponential stability of a (continuous-time) linear
ystem incorporating a pure delay in the RC-scheme can be
chieved only for systems having zero-relative degree between

he input and the regulated output; alternatively, see Califano,
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in, Macchelli, and Melchiorri (2018), Califano and Macchelli
2019) for a proof in the context of nonlinear systems based on
issipativity operators.
Somehow, to our point of view, the observation in Hara et al.

1988, Proposition 2) limited the developments of infinite-
imensional continuous-time research in RC, since mostly finite-
imensional approximations have been proposed after this
eminal work. Among them, we recall the use of low-pass filters
n Omata, Hara, and Nakano (1987), Weiss and Häfele (1999), and
he use of an approximated harmonic representation of the delay
ia Fourier series, see, e.g., Ghosh and Paden (2000), Mattavelli
nd Marafao (2004). Note that equivalent designs involving the
se of such a harmonic representation have been also studied in
utput regulation literature, see, e.g., Astolfi, Praly, and Marconi
2015, 2019), Paunonen (2017), Paunonen and Pohjolainen (2010)
nd Serrani, Isidori, and Marconi (2001) and references therein.
The objective of this work is therefore to study the problem

f designing an exact RC-scheme (that is, an infinite-dimensional
ne) for nonlinear systems with global convergence properties.
o the best of the authors’ knowledge, this problem is still open.
e focus in particular on systems which are minimum-phase,
ith a global, well defined1 arbitrary relative degree and globally
ipschitz nonlinearities and we propose a new approach for the
C-feedback design. For this, we follow the idea of using an ‘‘in-
omain feedback’’ (that is, all the values of the delayed signals be-
ween t and t+T ) instead of a pure ‘‘boundary feedback’’ (that is,
nly the values at t and t+T ). Although such an idea is not new in
iscrete-time RC-schemes (see, e.g., Owens et al., 2006; Tomizuka
t al., 1988; Wang, Freeman, & Rogers, 2016), to the best of
he authors’ knowledge, it has never been investigated in the
iterature of continuous-time RC-schemes. In order to construct
he feedback, differently from classical approaches, we represent
he delay as a transport equation,2 resulting in an overall system
hich is in the so-called ‘‘feedforward-form’’ (Mazenc & Praly,
996). Then, inspired by the ‘‘forwarding approach’’ (see Astolfi
t al., 2019; Mazenc & Praly, 1996 and references therein) we
onstruct a new (partial) state feedback law, and we prove that
he proposed dynamical regulator satisfies the internal model
roperty, namely it can reproduce any periodic trajectory. We
lso show that the proposed control law can be equivalently
ritten in the pure time-domain without the use of the transport
quation. The latter, however, is essential for the overall analysis:
ndeed, given to the infinite-dimensional properties of the RC-
cheme, well-posedness, regularity and stability of the solutions
f the resulting closed-loop system are rigorously addressed.
lobal asymptotic stability of the regulated output to the desired
eriodic reference is finally proved.
With respect to existing literature of continuous-time RC-

chemes, our result is completely new as it certificates the
xistence with a constructive design of an infinite-dimensional
C-design achieving exact asymptotic stability, for nonlinear sys-
ems with arbitrarily relative degree. The design of the proposed
orwarding-control law is inspired by our recent preliminary
ork (Marx, Brivadis, & Astolfi, 2020) in the context of stabiliza-
ion of a partial differential equation coupled with a linear scalar
rdinary differential equation. The extension to the proposed
onlinear paradigm is however non-trivial.
This work is organized as follows. First, in Section 2 we detail

he problem statement. The main result concerning the design of
RC-scheme for minimum-phase nonlinear systems with unitary
elative degree is presented in Section 3. Next, using the results

1 In the sense of Isidori (1995, Chapter 4).
2 The use of a transport-equation representation for the delay has been

ecently used in Califano et al. (2018), Califano and Macchelli (2019) but for
nalysis purposes only.
2

Fig. 1. Equivalent representations of an internal-model designs in RC-schemes.

in Section 3 as a stepping stone, in Section 4, we address the case
of systems having a relative degree larger than one. Illustrative
examples are provided in Section 5. Conclusions are derived in
Section 6. Proofs are postponed to the Appendix.

Notation. We denote with R the space of real numbers and C
the space of complex numbers. Set R+ := [0,∞). For a function
w : (t, x) ∈ R+ × [0, 1] ↦→ w(t, x) ∈ R, the notation wt
(respectively, wx) denotes the partial derivative of w with respect
to the variable t (respectively, with respect to the variable x). We
keep the notation for the weak and the strong definition of partial
derivatives. When a function w depends only on the variable of
the time t (respectively, space x), we denote its derivative by
ẇ (respectively, w′). Let L2(0, 1) be the Hilbert space of real-
valued square-integrable functions over the interval (0, 1). We
denote ⟨f , g⟩L2 =

∫ 1
0 fg the inner product between f , g ∈ L2(0, 1)

and ∥f ∥L2 the induced norm. Let H1(0, 1) ⊂ L2(0, 1) be the
Hilbert space of real-valued absolutely continuous functions over
[0, 1] with square-integrable derivative. We denote ⟨f , g⟩H1 =

⟨f , g⟩L2 +⟨f ′, g ′
⟩L2 the inner product between f , g ∈ H1(0, 1) and

∥f ∥H1 the induced norm.

2. Problem statement for nonlinear repetitive control

2.1. Repetitive control scheme representation

Any periodic signal of period T can be generated by the time-
delay system represented in Fig. 1(a) and described by the fol-
lowing transfer function (where s ∈ C represents the Laplace
variable)

R(s) =
exp(−Ts)

1 − exp(−Ts)
, (1)

see for instance (Hara et al., 1988). Hence, in order to solve the
problem of reference tracking of disturbance rejection of periodic
signals, it is reasonable to include such a delay model in the
regulator, as expected from the internal model principle stated in
Francis and Wonham (1976). Regulators following this paradigm
are usually denoted in literature as Repetitive Control (RC), see
Hara et al. (1988).

In this work, we represent the delay exp(−Ts) of the trans-
er function (1), by means of the (alternative but equivalent)
ollowing transport equation representation:

ηt (t, x) = −
1
T ηx(t, x) ∀ (t, x) ∈ R+ × [0, 1],

η(t, 0) = p(t) ∀ t ∈ R+, (2)

η(0, x) = 0 ∀ x ∈ [0, 1],
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here η(t, x) is a state variable taking values in R for each (t, x) ∈

R+×[0, 1], and p is the source of the delay equation. It is possible
to see that the output η(t, 1) of system (2) is equal to the delayed
version of the source input p(t) at any t ≥ T . Indeed, recall that,
as shown in Bastin and Coron (2016, Chapter 2.1), the general
solution to (2) is given by

η(t + (x − x′)T , x) = η(t, x′) (3)

for all t ∈ R+ and for all 0 ≤ x′
≤ x ≤ 1. Therefore, by using (3)

with the boundary conditions in (2), we obtain

η(t + T , 1) = η(t, 0) = p(t), ∀ t ∈ R+.

As a consequence, the input–output relation of a standard RC-
scheme (1) represented in Fig. 1(a), which can be computed
as

y(t) = L−1
{
exp(−sT )L

{
p(t)

}}
, p(t) = e(t) + y(t),

where we denoted with L the Laplace transform and by L−1

its inverse, can be equivalently described, by using the delay
representation given by (2), as

ηt (t, x) = −
1
T ηx(t, x) ∀ (t, x) ∈ R+ × [0, 1],

η(t, 0) = p(t) ∀ t ∈ R+,

η(0, x) = 0 ∀ x ∈ [0, 1],
p(t) = e(t) + y(t) ∀ t ∈ R+,

y(t) = η(t, 1) ∀ t ∈ R+,

(4)

as depicted in Fig. 1(b). Note that, from a conceptual point of
view, the representation (4) can be interpreted as the continuous-
time and continuous-space version of the discrete RC-scheme
proposed in Tomizuka et al. (1988), in which the transport is
represented, in the discrete-time domain, as a chain of N de-
lays discrete operators z−1. In particular, compare Fig. 1(b) to
Tomizuka et al. (1988, Fig. 2).

The objective of this work is therefore to develop a new
RC-feedback design using the representation (4). Note that, dif-
ferently from classical schemes, we will allow us to use not only
the information of the delay at the boundaries η(t, 0) and η(t, 1),
but also the full-state information of η(t, x) at all x ∈ [0, 1]. Such a
choice, which is, to the best of authors’ knowledge, not exploited
in other works concerning continuous-time RC-schemes, gives us
a larger degree of freedom in the feedback design, allowing to
achieve asymptotic stability of the overall closed-loop system for
a system of arbitrarily large relative degree.

Implementation aspects related to the discretization of the
proposed representation will not be discussed in this brief article
and will be addressed in future works.

2.2. Problem statement

In this work, we consider the problem of designing a RC-
scheme for minimum-phase nonlinear systems that can be writ-
ten, possibly after a change of coordinates, in the form:

ż = f (t, z, e)
ė = q(t, z, e) + u ,

(5)

where (z, e) ∈ Rr
× R is the system state, with the z-dynamics

being the so-called zero-dynamics, e ∈ R is the regulated output,
and u ∈ R is the control input. The more general case of higher
relative degree will be discussed in Section 4, since, by using a
standard change of coordinates, the higher relative degree case
can be reduced to the unitary one (see, for instance, Serrani et al.,
2001).

The following assumptions on the functions f , q in (5) are
adopted throughout this paper.
 i

3

Assumption 1. The functions f , q : R × Rn
× R are globally

Lipschitz, C2 in all their arguments and periodic with respect to
the first argument. In particular, there exists ℓf , ℓq > 0 such that

|f (t, z, e) − f (t, ẑ, ê)| ≤ℓf |z − ẑ| + ℓf |e − ê|, (6)

|q(t, z, e) − q(t, ẑ, ê)| ≤ℓq|z − ẑ| + ℓq|e − ê|, (7)

for all t ∈ R+, z, ẑ ∈ Rn and e, ê ∈ R, and there exists T > 0 such
that

f (t + T , z, e) = f (t, z, e), q(t + T , z, e) = q(t, z, e), (8)

for all t ∈ R+ and (z, e) ∈ Rn
× R.

Assumption 2. The zero-dynamics ż = f (t, z, 0) admits a unique
C2 T -periodic bounded solution z̄(t) which is globally uniformly
stable.3 In particular, there exists a positive definite function V :

R × Rn
→ R+ and class K∞ functions4 α, ᾱ and real numbers

α, γ > 0 satisfying

α(|z − z̄(t)|) ≤ V (t, z − z̄(t)) ≤ ᾱ(|z − z̄(t)|) (9)

for all (t, z) ∈ R+ × Rn and⟨
∇V (t, z − z̄(t)), f (t, z, e) − f (t, z̄(t), 0)

⟩
≤ −α|z − z̄(t)|2 + γ |e|2

(10)

for all (t, z, e) ∈ R+ × Rn
× R.

Remark (About Assumptions 1 and 2). states that all functions
characterizing the vector field of (5) are globally Lipschitz, while
Assumption 2 states that the unperturbed zero-dynamics of sys-
tem (5) possesses an attractive steady-state which is globally
asymptotically stable and that the z-dynamics with non-zero e(t)
is input-to-state stable with respect to e.

Note that Assumption 2 is rather standard in the context of
global stabilization (in which z̄(t) = 0 and q(t, z̄(t), 0) = 0
for all t ≥ 0), see, for instance, (Isidori, 1995, Chapter 9.2). We
conjecture it is possible however to relax Assumptions 1 and 2
by requiring only locally Lipschitz functions and by restricting
the attention to a semi-global framework in which solutions
starts from a known compact set, see, for instance, (Isidori, 1995,
Chapter 9.3) or (Serrani et al., 2001). Since, in this work, we deal
with infinite-dimensional systems, we restrict the analysis to the
global framework, while keeping in mind the fact that all the
analysis could be done also under milder conditions, although
with possible mathematical developments that would unneces-
sarily over-complicate the exposition of the developments of this
work.

Depending on the considered framework, system (5) may
represent a scenario in which the output e represents the error
between a desired output and a given periodic reference (i.e., out-
put tracking), or a scenario in which the function q represents the
composition of the coupling of the (z, e)-dynamics with a periodic
perturbation affecting the e-dynamics (i.e., disturbance rejection).
Hence, without loss of generality, the objective of this work is
to design a dynamical control feedback for system (5) such that
the trajectories of the overall closed-loop system are bounded
(forward in time) and moreover the state-variable e is regulated
asymptotically to zero with a global domain of attraction, namely

lim
t→∞

e(t) = 0, ∀ (z(0), e(0)) ∈ Rn
× R, (11)

3 See Khalil (2002, Definition 4.4).
4 A function α : R+ → R+ is said to be of class K if α is continuous,

ncreasing, and α(0) = 0. If moreover limx→+∞ α(x) = +∞, we say that α
s of class K .
∞



D. Astolfi, S. Marx and N. van de Wouw Automatica 129 (2021) 109671

p
d
c
t
A
u
o
q

3
s

a
z
d
t
(
u
f
t
e
s
f
(
i
b

η

w
l

v

N

M

T
s

P
p
i

η

f
e

η

f
a
c
t

e
o
c
d
‘

ossibly in a robust manner with respect to f and q, since we
esire to use as little information as possible about f , q in the
ontrol feedback design. For instance, we would like to use only
he knowledge of the constants α, γ , ℓq and the period T in
ssumptions 1 and 2. Note that a simple high-gain feedback
= −κe, with κ > 0, cannot in general ensure (11) since the

rigin of the zero-dynamics is not an equilibrium and the function
(t, z̄, 0) is in general not equal to zero.

. Forwarding-based RC-design for unitary relative degree
ystems

Consider system (5). Assumption 1 states that all functions
re T -periodic and so is the attractive steady-state z̄ of the
ero-dynamics of system (5) established by Assumption 2. A
irect consequence is that in order to guarantee invariance of
he solution (z(t), e(t)) = (z̄(t), 0) for the total dynamics of
5), the control law needs to be able to generate the signal
(t) = −q(t, z̄(t), 0) which is T -periodic. Such observation justi-
ies therefore the development of a RC-scheme in order to achieve
he control objective (11) for system (5). To this end, we first
quip system (5) with the internal model (1) and, as a second
tep, we design a new partial state-feedback law, which is a
unction of e and η(·, x), to stabilize the extended system (1),
5). Inspired by the forwarding-stabilization technique developed
n Marx et al. (2020), we propose the following RC-forwarding-
ased scheme, consisting of the internal model unit

t (t, x) = −
1
T ηx(t, x) ∀ (t, x) ∈ R+ × [0, 1], (12a)

η(t, 0) =η(t, 1) + e(t) ∀ t ∈ R+, (12b)

η(0, x) =η0(x) ∀ x ∈ [0, 1], (12c)

ith initial conditions η0 ∈ L2(0, 1), and the stabilizing feedback
aw

u(t) = −κe(t) + v(t) , (13a)

(t) = µ

∫ 1

0
(η(t, x) − M(x)e(t))M(x)dx , (13b)

where κ, µ > 0 are design parameters and the function M :

[0, 1] → R in (13b) is defined as the solution of the following
two-point boundary value problem:

M ′(x) = κTM(x), M(0) = M(1) + 1. (14)

ote that the solution to (14) is given by

(x) =
exp(κTx)

1 − exp(κT )
, x ∈ [0, 1]. (15)

he main motivations justifying the RC-design (12)–(14) can be
ummarized as follows:

• The regulator (12) with input e = 0 and output v given by
(13b) can be seen as a ‘‘universal generator’’ of C2 T -periodic
signals, hence it satisfies the internal model property, see
forthcoming Lemma 1. In particular, the objective of the
internal model unit is therefore to (automatically) generate
the correct steady-state input u(t) ≡ −q(t, z̄(t), 0), with z̄
given by Assumption 2.

• The feedback law (13) is composed of two terms. The first
term in (13a) is −κe, which is a proportional (high-gain)
feedback term needed to stabilize the (z, e)-dynamics, which
may be unstable in open-loop due to the term q. The second
term in (13a), v, as defined in (13b), is needed to stabilize
the η-dynamics and is based on forwarding techniques (see
Astolfi et al., 2019 or Marx et al., 2020). In particular, sup-
pose to ignore the term q (which is dominated by κe) in the
e-dynamics and consider the system ė = −κe. Then, we can
 o

4

consider the e-dynamics to be fast and η-dynamics as slow
relative to that fast time scale. As consequence, the main
strategy consists in designing a feedback law, that stabilizes
the η-dynamics on an invariant manifold that depends on
e, which is designed to be linear (since we ignored the
nonlinear term q) according to M(x)e(t), with M defined
in (14). Indeed, the stabilizing action v contains a term in
η−Me for this purpose. If this term converges to zero, then
v converges to zero and, since e converges to zero when
v = 0, one can hope that both η and z converge to zero
if M is defined in an appropriate way.

Following previous design ideas, we now prove the internal
model property of the regulator (12), (13b).

Lemma 1. Let M be the solution to (14). For any C2 T-periodic
function ψ : R+ → R and any µ > 0, there exists η̄0 ∈ L2(0, 1),
such that the solution to the system

η̄t (t, x) = −
1
T η̄x(t, x), ∀ (t, x) ∈ R+ × [0, 1],

η̄(t, 0) = η̄(t, 1) ∀ t ∈ R+,

η̄(0, x) = η̄0(x) ∀ x ∈ [0, 1],

v̄(t) = µ
∫ 1
0 η̄(t, x)M(x)dx ∀ t ∈ R+,

(16)

satisfies v̄(t) ≡ ψ(t) for all t ∈ R+.

Proof. First of all, note that, due to the boundary condition
η̄(t, 0) = η̄(t, 1), it follows from (3) that the solution to (16) is
periodic, namely η̄(t + T , x) = η̄(t, x) for all (t, x) ∈ R+ × [0, 1].
Now, let us define the function Ψ : R+ → R as Ψ (t) :=

ψ̇(t) − κψ(t). The function Ψ is C1 and T -periodic due to the
properties of ψ . Now let η̄0(x) =

T
µ
Ψ ((1 − x)T ) for all x ∈ [0, 1].

eriodicity of Ψ implies η̄0(0) = η̄0(1) and C1 of Ψ implies in
articular η̄0 ∈ H1(0, 1). Furthermore, by using (3) and the above
nitial condition, the solution to η̄(t, x) to (16) satisfies

¯ (t, x) = η̄(0, x −
t
T ) =

T
µ
Ψ (t + (1 − x)T ),

or all x ∈ [0, 1] and all 0 ≤ t ≤ Tx. Periodicity of η̄ allows to
xtend the previous relation to all times, namely,

¯ (t, x) =
T
µ
Ψ (t + (1 − x)T ) ∀(t, x) ∈ R+ × [0, 1].

Therefore, by using previous relations, the definition of M in (15),
the expression for v̄ as in (16), and periodicity of ψ , we obtain

v̄(t) =T
∫ 1

0
Ψ (t + (1 − x)T )

exp(κTx)
1 − exp(κT )

dx

=

∫ T

0
Ψ (t + T − s)

exp(κs)
1 − exp(κT )

ds

=

∫ T

0
[ψ̇(t − s) − κψ(t − s)]

exp(κs)
1 − exp(κT )

ds

=
−1

1 − exp(κT )

[
ψ(t − s) exp(κs)

]T
0 = ψ(t)

or all t ∈ [0, T ], where in the last equality periodicity of ψ is
gain used. Finally, since η̄ is H1(0, 1) and T -periodic, we con-
lude that the previous relation holds for all t ∈ R+, concluding
he proof. □

Clearly, Lemma 1 shows that the property that (12) with input
= 0 and output v given by (13b) is a ‘‘universal generator’’

f C2 T -periodic signals, for an appropriated choice of the initial
onditions η0. To the aim of regulation, however, such initial con-
itions η0 do not need to be known, as they will be automatically
‘learned’’ over the time due to the stability properties of the
verall closed-loop system trajectories.
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We can now state the main result of this work, concerning the
properties of the closed-loop system (5), (12), (13). The proof is
postponed to the Appendix.

Theorem 1. Suppose Assumptions 1, 2 hold. Then, there exists κ⋆ ≥

1 (which depends on the constants ℓq, α, γ defined in Assumptions 1,
2) such that, for any κ ≥ κ⋆ and any µ > 0, the following
statements hold.

(i) For any initial condition (z0, e0, η0) ∈ Rn
× R × L2(0, 1),

the closed-loop system (5), (12), (13), (14) admits a unique
solution (z, e, η) ∈ C0([0,∞);Rn

× R × L2(0, 1)), satisfying
(z(0), e(0), η(0, x)) = (z0, e0, η0), which is bounded for all
t ≥ 0, namely

|z(t)| + |e(t)| + ∥η(t, ·)∥L2 ≤ δ, ∀ t ∈ R+ (17)

for some δ > 0.
(ii) Let the set A be defined, for all t ∈ R+, as

A(t) :=
{
(z, e, η) ∈ Rn

× R × L2(0, 1) :

|z(t) − z̄(t)| = 0, |e(t)| = 0, ∥η(t) − η̄(t)∥L2 = 0
}

(18)

where z̄ is defined in Assumption 2 and η̄ is the solution of
system (16) for the particular choice ψ(t) = −q(t, z̄(t), 0).
Then, the set A is globally asymptotically stable5 for any
solution of the closed-loop system (5), (12), (13), (14) starting
from Rn

× R × L2(0, 1).

In summary, Theorem 1 states that the regulator (12)–(14)
solves the repetitive control problem for system (5) defined in
Section 2, namely the solutions of the overall closed-loop system
are bounded (forward in time) and (11) holds.

Remark (Robustness Properties). We care to stress that the regu-
lation objective (11) is obtained robustly with respect to model
uncertainties on the functions f , q, in the sense that we do not
know the explicit knowledge of them. Indeed, for the design of
the feedback law (12), (13), we only need to know the period T
and the constants α, γ , ℓq of Assumptions 1, 2 (that will deter-
mine the value of κ⋆ of the statement of Theorem 1, see (A.8) in
the proof), and not the functions f , q itself. As a consequence, the
result of Theorem 1 holds robustly for all such functions satisfying
these assumptions.

Remark (Alternative Time-Domain Representation). In view of
Theorem 1, we can select, without loss of generality, the initial
condition η(0, x) = 0 for the regulator (12). With such a choice,
the solution to (12) is given by η(t, 0) = e(t) + e(t − T ) for all
t ≥ T . Hence, by using the explicit solution (3) of a transport
equation, it is readily seen that η(t, x) = e(t−xT , 0)+e(t−xT−T ).
As a consequence, by operating a change of coordinates x ↦→

s := Tx, and using the definition of M in (15), the resulting
repetitive-control based regulator (12)–(13) can be alternatively
written, in the pure time-domain (i.e., without the use of the
transport-equation), as

u(t) = −

(
κ +

µ

2κT
exp(2κT ) − 1
(exp(κT ) − 1)2

)
e(t) + v(t)

(t) =
µ

T

∫ T

0

exp(κs)
1 − exp(κT )

[
e(t − s) + e(t − s − T )

]
ds,

5 See, for instance, (Yoshizawa, 1966, Chapter 4, §15) for the definition of
et stability. Note that, because of the boundary condition η(t, 0) = η(t, 1) of
he transport equation, exponential stability of the closed-loop system cannot
e guaranteed in view of the presence of an infinite-number of poles on the
maginary axis and the use of a bounded (in the sense of Tucsnak and Weiss
2009, Page 24)) control operator. See also Paunonen (2017), Paunonen and
ohjolainen (2010) for other examples of such phenomenon.
5

where e(t) ≡ 0 for all t < 0. The transport-equation representa-
ion (2) is therefore not needed for the feedback-implementation,
lthough it is instrumental for obtaining the above feedback law
nd essential to establish the stability results of Theorem 1.

. RC-design for higher relative degree systems via partial
tate-feedback

In this section, we present a RC-approach for systems with rel-
tive degree higher than one, that is, for minimum-phase systems
f arbitrary relative degree r of the form

ż = f (t, z, ξ1),
ξ̇i = ξi+1, i = 1, . . . , r − 1,
ξ̇r = q(t, z, ξ1, . . . , ξr ) + u,
e = ξ1,

(19)

here (z⊤, ξ⊤)⊤ ∈ Rn
× Rr is the system state, with the z ∈

n-dynamics being the zero-dynamics and ξ := (ξ1, . . . , ξr ) ∈
r representing the derivatives of the output e that we aim to
egulate to zero. We suppose that the functions f , q in (19) satisfy
he following assumption.

ssumption 3. The functions f , q in (19) are globally Lipschitz,
2 in their arguments and periodic with respect to the first
rgument. Moreover, the function f satisfies6 Assumption 2.

Based on the design proposed in Section 3, in order to solve the
ontrol objective (11) for system (19), we propose the following
egulator:

ηt (t, x) = −
1
T ηx(t, x)

η(t, 0) = η(t, 1) + θ (t)
η(0, x) = η0(x)

u(t) = −κθ (t) + µ
∫ 1
0 (η(t, x) − M(x)θ (t))M(x)dx

(20)

ith M defined as in (14) and θ as

θ := ξr +

r−1∑
i=1

g r−iaiξi, (21)

with g > 0 and ai > 0, i = 1, . . . , r−1, parameters to be defined.
We now can present the following result on the properties of the
resulting closed-loop system (19), (20).

Theorem 2. Suppose Assumption 3 holds. Let ai > 0, i = 1, . . . , r−
1, be selected such that the polynomial p0(λ) := λr−1

+ ar−1λ
r−2

+

· · · + a2λ + a1 is Hurwitz. Then, there exists g⋆ ≥ 1 and, for any
g > g⋆, there exists κ⋆ ≥ 1 (which depends on the constants ℓq, α, γ
defined in Assumptions 1, 2, and the choice of g and a1, . . . , ar−1)
such that, for any κ ≥ κ⋆ and any µ > 0, the following statements
hold.

(i) For any initial condition (z0, ξ0, η0) ∈ Rn
× Rr

× L2(0, 1),
the closed-loop system (19), (20), (21), admits a unique so-
lution (z, ξ , η) ∈ C0([0,∞);Rn

× Rr
× L2(0, 1)), satisfying

(z(0), ξ (0), η(0, x)) = (z0, ξ0, η0), which is bounded for all
t ≥ 0, namely

|z(t)| + |ξ (t)| + ∥η(t, ·)∥L2 ≤ δ, ∀ t ∈ R+

for some δ > 0.
(ii) Let the set A be defined, for all t ∈ R+, as

A(t) :=
{
(z, ξ , η) ∈ Rn

× Rr
× L2(0, 1) :

|z(t) − z̄(t)| = 0, |ξ (t)| = 0, ∥η(t) − η̄(t)∥L2 = 0
}
,

6 where in inequality (10), the variable e has to be replaced by ξ .
1
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where z̄ is defined in Assumption 2 and η̄ is the solution of
system (16) for the particular choice ψ(t) = −q(t, z̄(t), 0).
Then, the set A is globally asymptotically stable for any solu-
tion of the closed-loop system (19), (20), (21), starting from
Rn

× Rr
× L2(0, 1).

Proof. Following (Serrani et al., 2001, Section V-A), the main
idea of the proof consists in transforming system (19) into a
system of unitary relative degree by means of a linear change
of coordinates, and then to re-apply the results of Theorem 1.
In particular, with the definition of θ given in (21) in mind, by
applying the following change of coordinates

ξi ↦→ εi := g r−iξi, i = 1, . . . , r − 1,

r ↦→ θ := ξr +
∑r−1

i=1 g r−iaiξi,

o system (19), we obtain the transformed dynamics

ż = f (t, z, g1−rCε)
ε̇ = gAε + gBθ
θ̇ = q0(t, ε, θ ) + q1(ε, θ ) + u
e = g1−rCε,

(22)

n which ε := (ε1, . . . , εr−1)⊤ ∈ Rr−1, B :=
(
0r−2,1 1

)⊤, C :=

1 01×r−2
)
, A :=

(
0r−2,1 Ir−2

−a1 −a2 · · · − ar−1

)
,

0(t, ε, θ ) := q(t, z, g1−rε1, . . . , g−1εr−1, θ −
∑r−1

i=1 aiεi),

q1(ε, θ ) := g
∑r−2

i=1 aiεi+1 + gar−1(θ −
∑r−1

i=1 aiεi).

ow recall that the subsystem z is input-to-state stable with
espect to ξ1 and therefore to g1−rCε. Indeed, under Assumption 3
and therefore by Assumption 2), inequality (10), in which e is
ubstituted with ξ1, holds. Furthermore, the matrix A is Hurwitz
y construction since it is the companion form of the Hurwitz
olynomial p(λ). As a consequence, for g large enough, system
22) with output θ and zero-dynamics (z, ε) is still minimum-
hase. In other words, the subsystem (z, ε) is input-to-state stable
ith respect to θ . This, in particular, can be established by means
f the Lyapunov function

(t, z, ξ ) = V (t, z) + ε⊤Pε

ith V satisfying (9), (10), and P solution to the Lyapunov equa-
ion PA + A⊤P = −2I. Indeed, by using (10), we can compute
he time-derivative of W along the solutions of the closed-loop
ystem (22), (20), denoted as Ẇ (t), as
˙ (t) ≤ − α|z − z̄(t)|2 + γ g1−r

|Cε| − 2g|ε|2 + 2gε⊤PBθ

≤ − α|z − z̄(t)|2 − (g − γ )|ε|2 + g|P|
2θ2

or all t ∈ R+, showing the desired input-to-state stability
roperties for g > g⋆, g⋆ = max{1, γ }. Also, we deduce that
he equilibrium of the zero-dynamics of (22) is given by (z, ε) =

z̄, 0). Furthermore, it follows by linearity of the coordinate trans-
ormation that if q is a C2 T -periodic globally Lipschitz function,
hen so are the functions q0, q1 defined in (22).

We conclude therefore that the system (22) satisfies the as-
umptions of Theorem 1 when considered as a unitary-relative
egree system with (z, ε) zero-dynamics, that is, a system of the
orm (5). We can therefore apply Theorem 1 to show that solu-
ions of the closed-loop system (22), (20) are bounded (forward
n time) and converges asymptotically to the set

(z, ε, θ, η) ∈ Rn
× Rr−1

× R × L2(0, 1) : |z − z̄(t)| = 0,

ε(t)|= 0, |θ (t)| = 0, ∥η(t) − η̄(t)∥L2 = 0
}

or κ large enough and any µ > 0. Note that the value of κ⋆

epends on the choice of g which has to be selected first. By

6

construction, the set {(ε, θ ) ∈ Rr−1
× R : ε = 0, θ = 0},

corresponds to the set {ξ = 0}, concluding the proof. □

5. Some illustrative examples

The literature on control problem for minimum-phase systems
is vast and hence so is the number of potential applications to
which the results in this paper could be applied. In this section,
we concisely discuss three applications of the proposed RC-design
technique developed in Sections 3 and 4.

5.1. Tracking control for frictional systems with unknown friction
characteristics

Friction is an ubiquitous phenomenon in mechanical systems
that is difficult to model and often requires to be compensated,
for instance, in order to achieve required positioning perfor-
mance in high-tech motion systems. Consider a two-dimensional
(normalized) mechanical system of the form

ϑ̈ = F (ϑ̇) + u

where position ϑ and speed ϑ̇ are measurable, u ∈ R is the
control force and F is an unknown (smooth enough) globally
Lipschitz function characterizing the friction. Suppose that we
desire the controller to ensure ϑ to asymptotically track any
arbitrary periodic reference ϑref(t) with known bounded first and
second-order derivatives. By selecting the error coordinates

ξ1 := ϑ − ϑref(t), ξ2 := ϑ̇ − ϑ̇ref(t),

we obtain a system in the form (19), with n = 2, in which there
is no zero-dynamics z and the function q is given by

q(t, ξ ) := F (ξ2 + ϑ̇ref(t)) − ϑ̈ref(t),

which is T -periodic and globally Lipschitz. As the system has no-
zero dynamics, the minimum-phaseness prerequisite is trivially
verified. Assumption 3 is therefore satisfied. Hence, we can em-
ploy the RC-design of Section 4 to address the desired tracking
problem. Note that for the design of the regulator (20), only the
knowledge of a (possible conservative) approximation of the Lip-
schitz constant of the friction characteristic F is required, which
is beneficial given the typical uncertainty in friction models. As a
consequence Theorem 2 can be used to show that a controller of
the form (12), (13), (14) solves the periodic tracking problem at
hand.

5.2. Neural network function approximation

As discussed in Ortega, Astolfi, and Barabanov (2002), many
papers in neural network control have been devoted to the solu-
tion of the tracking problem for the n-dimensional system

χ̇i = χi+1, i = 1, . . . , n − 1,

χ̇n =

n∑
i=1

aiχi +

N∑
i=1

δi

1 + αi exp(−βiχi)
+ u

here N is a known positive integer and all the parameters ai,
= 1, . . . , n, and αi, βi, δi > 0, i = 1, . . . ,N , are unknown.

In particular, we can apply the design procedure of Section 4 to
design a state-feedback law ensuring χ1 to asymptotically track
a desired periodic smooth reference χref(t). By setting

ξi := χ1 − χ
(i−1)
ref (t), i = 1, . . . , n,

the system is transformed into the form (19) in which there is no
zero-dynamics and the function q is given by

q(t, ξ ) := − χ
(n)
ref (t) +

n∑
ai(ξi + χ

(i−1)
ref (t))
i=1
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Fig. 2. Closed-loop system (23), (12), (13): trajectories of z(t) (dotted red line)
and e(t) (blue line) for t ∈ [0, 30].

+

N∑
i=1

δi

1 + αi exp(−βi(ξi + χ
(i−1)
ref (t)))

,

hich is T -periodic and globally Lipschitz. In order to design
he control law (20), we need to suppose that the parameters
i, ai, satisfy

∑n
i=1 |ai| +

∑N
i=1 |δiβi| ≤ c̄ for some known c̄ >

. Indeed, in this case, an over-approximation of the Lipschitz
onstant of the function q is given by ℓq = c̄. As the system
as no-zero dynamics, the minimum-phaseness prerequisite is
rivially verified. Hence Assumption 3 is satisfied and we can use
pply Theorem 2 to show that a controller of the form (12), (13),
14) solves the periodic tracking problem at hand.

.3. Simulation example

As an illustrative simulation example, consider the following
ystem

ż = −z3 + cos(2π t) − 0.5 + e
ė = 0.5 + 2 arctan(z)e + u

(23)

erifying Assumptions 1 and 2 with T = 1 on any given compact
et, and select the controller (12), (13), (14) with κ = 2 and
= 10. Fig. 2 (resp., Fig. 3) shows the evolution of the trajectories

f (z, e) (resp., ∥η(t, ·)∥L2 ), for the initial conditions (z0, e0) =

1,−1) and η0 : x → sin(x). Simulations have been performed
sing the method of characteristics (see, e.g., Evans, 2010, Section
.1) to compute the exact solution of (12) at any time with
spatial discretization interval of 10−2, while the ODEs have

been discretized using the Euler method with time step 10−2.
ig. 2 shows the asymptotic convergence of e to zero with a slow
esidual dynamics typical of forwarding approaches.

. Conclusions

In this work, we addressed the problem of repetitive control
or nonlinear systems. Differently from standard approaches, we
epresent here the delay as a transport equation and we propose a
ew forwarding-based (partial) state feedback that uses not only
he boundary information of the transport equation representing
he delay, but all its state. This allows to establish asymptotic
tability of a RC-scheme for nonlinear minimum-phase systems
ith arbitrarily relative degree and constant high-frequency gain.
Implementation issues related to the (time and/or space) dis-

retization of the regulator (20) have not been discussed in
his manuscript, since providing a numerical scheme for spatio-
emporal discretization would need a careful study of its con-
ergence, and this is out of the (theoretical) scope of this brief
7

Fig. 3. Closed-loop system (23), (12), (13): evolution of ∥η(t, ·)∥L2 for t ∈ [0, 30].

article. Nevertheless, a proper discretization of the proposed
infinite-dimensional scheme surely deserves of further research,
since different approaches can be employed, such as the use of
low-pass filters (Hara et al., 1988; Omata et al., 1987; Weiss
& Häfele, 1999), Fourier approximations (Astolfi et al., 2015;
Ghosh & Paden, 2000; Paunonen & Pohjolainen, 2010) or discrete-
delay representations (Owens et al., 2006; Tomizuka et al., 1988;
Wang, Freeman, & Rogers, 2016). It is worth stressing, that the
proposed approach also opens the doors for new results in RC-
design for discrete-time nonlinear systems, possibly combining
recent results in forwarding stabilization (Mattioni, Monaco, &
Normand-Cyrot, 2019).

From the theoretical point of view, future works include the
extension of the proposed technique to pure output-feedback de-
signs for higher relative degree systems; the study of RC-schemes
for non-minimum phase systems and/or multi-variable systems;
the use of adaptive schemes that possibly estimate online the
period T ; and the extension of the proposed technique to the
context of cooperative output control problems for multi-agent
systems, see, e.g., Casadei and Astolfi (2017) and Wang, Wang,
Zhang, and Li (2016).

Appendix. Proof of Theorem 1

The proof of Theorem 1 is organized as follows. First, we
modify system (5), (12), (13) by means of some changes of co-
ordinates. Existence and uniqueness of solutions is discussed
first. Finally, a Lyapunov-based analysis is presented, allowing
to establish boundedness of solutions and convergence to the
desired steady-state.

Let ψ(t) := −q(t, z̄(t), 0), with z̄ given by Assumption 2. In
view of Assumptions 1 and 2, the function ψ is C2 and T -periodic.
Hence, consider the following change of coordinates⎛⎝z(t)
e(t)
η(t)

⎞⎠ ↦→

⎛⎝ζ (t)e(t)
φ(t)

⎞⎠ :=

⎛⎝ z − z̄(t)
e(t)

η(t, x) − η̄(t, x) − M(x)e(t)

⎞⎠
where η̄ is the solution of (16) satisfying v̄(t) ≡ ψ(t) =

−q(t, z̄(t), 0) for all t ≥ 0, and z̄ is defined by Assumption 2.
By using the following identity

−
1

[ηx(t, x) − η̄x(t, x)] + κM(x)e(t) = −
1
φx(t, x)
T T
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btained from the definition of M in (14), we obtain

ζ̇ (t) = F (t, ζ , e)

ė(t) = ∆(t, ζ , e) − κe(t) + µ
∫ 1
0 φ(t, x)M(x)dx

φt (t, x) = −
1
T φx(t, x) − M(x)∆(t, ζ , e)

−µM(x)
∫ 1
0 φ(t, x)M(x)dx

φ(t, 0) = φ(t, 1)
φ(0, x) = φ0(x)

(A.1)

where φ0(x) := η0(x) − η̄0(x) − M(x)e(0) ∈ H1(0, 1), and the
functions F ,∆, defined as

F (t, ζ , e) := f (t, ζ + z̄(t), e) − f (t, z̄(t), 0), (A.2)
∆(t, ζ , e) := q(t, ζ + z̄(t), e) − q(t, z̄(t), 0), (A.3)

satisfy, in view of Assumption 1, the following inequalities:

|F (t, ζ , e)| ≤ ℓf |ζ | + ℓf |e| , (A.4)

|∆(t, ζ , e)| ≤ ℓq|ζ | + ℓq|e |, (A.5)

for all (t, ζ , e) ∈ R+ × Rn
× R. Note that, by construction,

F (t, 0, 0) = 0 and ∆(t, 0, 0) = 0 for all t ∈ R+. Hence, it can
be verified that the origin (ζ , e, φ) = (0, 0, 0) in the Rn

× R ×

L2(0, 1)-topology is an equilibrium point of (A.1). Furthermore, by
recalling the definitions of ζ and φ, we have the existence of class
K∞ functions β and β̄ satisfying

β(|z − z̄(t)| + |e| + ∥η − η̄∥L2 )
≤ |ζ | + |e| + ∥φ∥L2 ≤ β(|z − z̄(t)| + |e| + ∥η − η̄∥L2 ). (A.6)

Therefore, showing that the origin (ζ , e, φ(·, x)) = 0 of (A.1) is
stable, coincides, in the original coordinates (z, e, η), in showing
that the set A defined in (18) is stable. In other words, the
items (i) and (ii) of Theorem 1 will be equivalently proved in the
coordinates (A.1).

Using the Duhamel formula (i.e., variation of constants for-
mula), one can write the solution to (A.1) with an integral formula
which exists thanks to a Banach fixed point theorem, as it has
been done in Chitour, Marx, and Prieur (2020). Thus, one can
prove that solutions of the system (A.1) exist and are unique for
some small interval of time, uniformly in the initial time t0 and in
the initial conditions (ζ0, e0, φ0). This is stated in the next lemma.
We omit the proof for space reasons.

Lemma 2 (Well-posedness of (A.1)). For any t0 > 0 and any initial
conditions (ζ0, e0, φ0) ∈ Rn

×R× L2(0, 1) (resp. Rn
×R×H1(0, 1)

with the compatibility condition φ0(0) = φ0(1)), there exists a
positive constant τ > 0 sufficiently small such that there exists a
unique solution (ζ , e, φ) ∈ C0([t0, t0 + τ ];Rn

×R× L2(0, 1)) (resp.
C1([t0, t0+τ ];Rn

×R×L2(0, 1))∩C0([t0, t0+τ ];Rn
×R×H1(0, 1)))

to system (A.1).

Now consider the Lyapunov functional

U(t, ζ , e, φ) := cV (t, ζ ) + e2 + µ

∫ 1

0
φ(t, x)2dx,

with c > 0 to be selected and V given by Assumption 2. In view
of Assumption 2, the function U satisfies, for all (t, ζ , e, φ) ∈

R+ × Rn
× R × L2(0, 1),

αU (|ζ | + |e| + |φ|L2(0,1)) ≤

U(t, ζ , e, w) ≤ ᾱ (|ζ | + |e| + |φ| 2 ), (A.7)
U L (0,1)

8

for some class K∞ functions αU , ᾱU . Define the set

U :=
{
(t, ζ , e, φ) ∈ R+ × Rn

× R × L2(0, 1) : U(t, ζ , e, φ) ≤ U
}

for some given U > 0. By definition the set ΩU is a bounded
subset of Rn

× R × L2(0, 1). Hence, consider any initial condition
ζ0, e0, φ0) ∈ ΩU . In view of Lemma 2, there exists τ̄ > 0
uch that [t0, t0 + τ̄ ) is the maximal interval of existence of the
orresponding solutions(ζ , e, φ) to system (A.1). Note that since
ll the bounds and constants selected in the proof are uniform
n t0 (in particular, they do not depend on it), without loss of
enerality, in the reset of the proof we simply set t0 = 0.
We compactly denote by U(t) the expression for U along such

olutions. By using (10), the derivative of U satisfies

˙ (t) ≤ − cα|ζ |2 + cγ |e|2 + 2e∆(t, ζ , e) − 2κ|e|2

+ 2eµ
∫ 1

0
φ(t, x)M(x)dx − 2

µ

T

∫ 1

0
φ(t, x)φx(t, x)dx

− 2µ
∫ 1

0
φ(t, x)M(x)∆(t, ζ , e)dx

− 2
(
µ

∫ 1

0
φ(t, x)M(x)dx

)2

.

ote that, by using the fact that φ(t, 0) = φ(t, 1), we obtain
1

0
φ(t, x)φx(t, x)dx = 0.

hen, by using Young’s inequality7 and Lipschitz properties of ∆
n (A.5), we have the following bounds:

e∆(t, ζ , e) ≤ 2ℓq|e| (|e| + |ζ |) ≤ 3ℓq|e|2 + ℓq|ζ |
2

nd

−2µ
∫ 1
0 φ(t, x)M(x)∆(t, ζ , e)dx

≤ 2|∆(t, ζ , e)|2 +
1
2

(
µ

∫ 1
0 φ(t, x)M(x)dx

)2

≤ 4ℓ2q|ζ |
2
+ 4ℓ2q|e|

2
+

1
2

(
µ

∫ 1
0 φ(t, x)M(x)dx

)2
.

Hence, combining all the bounds, we obtain

U̇(t) ≤ − (cα − 4ℓ2q − ℓq)|ζ |2 −

(
µ

∫ 1

0
φ(t, x)M(x)dx

)2

− (2κ − cγ − 4ℓ2q − 3ℓq − 1)|e|2.

herefore, by selecting

=
4ℓ2q + ℓq + ϵ

α
, κ⋆ =

1
2 (cγ + 4ℓ2q + 3ℓq + 1 + ϵ), (A.8)

or any arbitrarily small ϵ > 0, the previous inequality gives, for
ny κ ≥ κ⋆,

˙ (t) ≤ − ϵ(|ζ |2 + |e|2) −

(
µ

∫ 1

0
φ(t, x)M(x)dx

)2

≤0. (A.9)

The second inequality in (A.9) implies also U(t) ≤ U(0) for all
t ∈ [0, τ̄ ). This shows that the solution (ζ , e, φ) remains in ΩU
for all (positive) times (and any t0). So, from its definition, τ̄ is
nfinite, namely the solution exists for all t ∈ R+, and in particular

7 In particular, 2ab ≤ νa2 + ν−1b2 for any ν > 0.
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atisfies

ζ (t)| + |e(t)| + |φ(t, ·)|L2(0,1) ≤ α−1
U (U) (A.10)

or all t ≥ R+, where we used (A.7). Finally, the inequality (A.6)
an be obtained by combining inequality (A.10) with (A.6) and the
ollowing bounds

|z| = |z − z̄ + z̄| ≤ |z − z̄| + |z̄|,
η∥L2 = ∥η − η̄ + η̄∥L2 ≤ ∥η − η̄∥L2 + ∥η̄∥L2

and selecting δ := β−1(α−1
U (U)) + supt∈[0,T ] |z̄(t)| + ∥η̄0∥L2 . Note

that in view of Assumption 2 and Lemma 1, z̄ and η̄0 are bounded.
his concludes the proof of the item (i) of Theorem 1. Next, in
rder to show item (ii), we follow the main arguments used in
roof of Marx et al. (2020, Theorem 2), which are adapted to the
nalysis of system (A.1). In particular, by using the first inequality
f (A.9), we also obtain

(t) − U(0) ≤ −

∫ t

0
ϵ(|ζ (s)|2 + |e(s)|2)ds

−

(
µ

∫ 1

0
φ(s, x)M(x)dx

)2

ds,

for any t ∈ R+. Hence, by integrating on [0,+∞), we obtain∫
+∞

0 |ζ (t)|2dt < +∞,
∫

+∞

0 |e(t)|2dt < +∞ and
+∞

0 (
∫ 1
0 φ(t, x)M(x)dx)2dt < +∞. Such inequalities, combined

ith the bound (A.10) and the fact that all functions are globally
ipschitz, implies that also the functions t ↦→ e(t), t ↦→ ζ (t), and
↦→

∫ 1
0 φ(t, x)M(x)dx are also globally Lipschitz and therefore

niformly continuous. Hence, by applying Barbalat’s lemma, we
btain limt→+∞ |ζ (t)| = 0, limt→+∞ |

∫ 1
0 φ(t, x)M(x)dx| = 0 and

limt→+∞ |e(t)| = 0. Finally, for the last part of the proof, one
can follow the same steps of the proof of Marx et al. (2020,
Theorem 2), where it can be shown, by using precompactness
of solutions and LaSalle’s invariance principle arguments for
infinite-dimensional systems (see Slemrod, 1989, Theorem 3.1),
that (ζ , e, φ) converge asymptotically to (0, 0, 0) in the R ×

L2(0, 1)-topology. Standard density argument (see, e.g., Marx,
Andrieu, & Prieur, 2017, Lemma 1) allows also to conclude that
such a result holds for initial condition (ζ0, e0, φ0) in R× L2(0, 1).
herefore, the proof concludes by noting that the origin of (A.1)
oincides, in the z, e, η coordinates, with (z, e, η) = (z̄, 0, η̄), that
is the set A defined in (18). □
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