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Abstract— In this paper convergence properties for piecewise
affine (PWA) systems are studied. The notions of exponential,
uniform and input-to-state convergence are introduced and
studied. For PWA systems with continuous right-hand sides
it is shown that the existence of a common quadratic Lya-
punov function for the linear parts of the system dynamics
in every mode is sufficient for the exponential and input-to-
state convergence of the system. For a class of PWA control
systems we design (output) feedback controllers that make the
closed-loop system input-to-state convergent. The conditions
for such controller design are formulated in terms of LMIs.
The obtained results can be used for designing observers and
(output-feedback) tracking controllers for PWA systems.

I. I NTRODUCTION

In many control problems it is required that controllers are
designed in such a way that all solutions of the corresponding
closed-loop system “forget” their initial conditions. Actually,
this is one of the main tasks of a feedback to eliminate
dependency of solutions on initial conditions. In this case,
all solutions converge to some steady-state solution which
is determined only by the input of the closed-loop system.
This input can be, for example, a command signal or a signal
generated by a feedforward part of the controller or, as in the
observer design problem, it can be the measured signal from
the observed system. This convergence property of a system
plays an important role in many (nonlinear) control prob-
lems including tracking, synchronization, observer design,
the output regulation problem and performance analysis of
nonlinear systems see e.g. [1], [2], [3], [4], [5] and references
therein.

The property of convergence was formalized in the no-
tion of convergent systemsand studied first for periodically
excited systems in [6] and then for systems with arbitrary
excitations in [7], see also [8]. For systems in Lur’e form
convergence was investigated in [9]. Similar properties have
been studied in [10], [11]. Among recent papers one should
mention the works [12], [13], [14], in which the authors
studied convergence-like properties of dynamical systems
using various formalizations, definitions and techniques.

In this paper we study the convergence properties for
the class of piecewise affine (PWA) systems. This class
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of systems attracted a lot of attention over the last years,
see e.g. [15], [16], [17], [18]. This class includes mechani-
cal systems with piecewise linear restoring characteristics,
systems with friction, electrical circuits with diodes and
other switching characteristics and control systems with
switching controllers. In this paper we present conditions
for convergence of PWA systems with continuous right-hand
sides. The case of PWA systems with discontinuous right-
hand sides is considered in the second part of the paper [19].
Most of the known checkable conditions for convergence
(or convergence-type properties like incremental stability,
contraction, [7], [13], [14]) rely on linearization of the system
and therefore they are not applicable to PWA systems, which
are non-smooth systems. This fact indicates the novelty
of the presented results. Moreover, based on the obtained
conditions, we present a new result on observer design for
PWA systems and a result on designing output-feedback
controllers for PWA systems that make the corresponding
closed-loop system convergent.

The paper is organized as follows. In Section II definitions
of (uniformly, exponentially, input-to-state) convergent sys-
tems are given and some basic (interconnection) properties
of convergent systems are presented. Sufficient conditionsfor
the exponential and input-to-state convergence properties for
PWA systems with continuous right-hand sides are provided
in Section III. The problem of designing a controller for
a PWA system that makes the corresponding closed-loop
system convergent is addressed in Section IV. Section V
contains conclusions.

II. CONVERGENT SYSTEMS

In this section we give definitions of convergent systems.
These definitions extend the definition given in [7]. Consider
the system _x = f(x; t); (1)

wherex 2 Rn, t 2 R and f(x; t) is locally Lipschitz inx
and piecewise continuous int.
Definition 1 System (1) is said to be� convergentif there exists a solution�x(t) satisfying the

following conditions

(i) �x(t) is defined and bounded for allt 2 R,
(ii) �x(t) is globally asymptotically stable.� uniformly convergentif it is convergent and�x(t) is
globally uniformly asymptotically stable.� exponentially convergentif it is convergent and�x(t) is
globally exponentially stable.



The solution �x(t) is called a steady-state solution. As
follows from the definition of convergence, any solution
of a convergent system “forgets” its initial condition and
converges to some steady-state solution which is independent
of the initial condition. In general, the steady-state solution�x(t) may be non-unique. But for any two steady-state so-
lutions �x1(t) and �x2(t) it holds that j�x1(t) � �x2(t)j ! 0
as t ! +1. At the same time, foruniformly convergent
systems the steady-state solution is unique, as formulated
below.

Property 1 ([4], [20]) If system (1) is uniformly convergent,
then the steady-state solution�x(t) is the only solution defined
and bounded for allt 2 R.

Remark 1 In the original definition of convergent systems
given in [7], the steady-state solution�x(t) is required to
be unique. In Definition 1 this requirement of uniqueness is
omitted, since for the practically important case of uniform
convergence uniqueness of the steady-state solution can
be proved as a corollary to the definition of the uniform
convergence.

The convergence property is an extension of stability
properties of asymptotically stable linear time-invariant (LTI)
systems. Recall that for a piecewise continuous vector-
function�(t), which is defined and bounded onR, the system_x = Ax+�(t) with a Hurwitz matrixA has a unique solution�x(t) which is defined and bounded ont 2 (�1;+1). It is
given by the formula�x(t) := R t�1 exp(A(t � s))�(s)ds.
This solution is globally exponentially stable with the rate
of convergence depending only on the matrixA. Thus,
an asymptotically stable LTI system excited by a bounded
piecewise-continuous function�(t) is globally exponentially
convergent.

In the scope of control problems, time dependency of
the right-hand side of system (1) is usually due to some
input. This input may represent, for example, a disturbance
or a feedforward control signal. Below we will consider
convergence properties for systems with inputs. So, instead
of systems of the form (1), we consider systems_x = f(x;w) (2)

with statex 2 Rn and inputw 2 Rm. The functionf(x;w)
is locally Lipschitz inx and continuous inw. In the sequel
we will consider the classPC m of piecewise continuous
inputsw(t) : R ! Rm which are bounded for allt 2 R.
Below we define the convergence property for systems with
inputs.

Definition 2 System (2) is said to be(uniformly, exponen-
tially) convergentif it is (uniformly, exponentially) conver-
gent for every inputw 2 PC m. In order to emphasize the
dependency on the inputw(t), the steady-state solution is
denoted by�xw(t).
The next statement summarizes some properties of uniformly
convergent systems excited by periodic or constant inputs.

These properties are natural for linear systems, whereas for
nonlinear systems they, in general, do not hold.

Property 2 ([7]) Suppose system (2) with a given inputw(t)
is uniformly convergent. If the inputw(t) is constant, the
corresponding steady-state solution�xw(t) is also constant;
if the input w(t) is periodic with periodT , then the cor-
responding steady-state solution�xw(t) is also periodic with
the same periodT .

The next definition extends the uniform convergence prop-
erty to the input-to-state stability framework.

Definition 3 System (2) is said to be input-to-state conver-
gent if it is globally uniformly convergent and for every inputw 2 PC m system (2) is ISS with respect to the steady-state
solution �xw(t), i.e. there exist aKL-function�(r; s) and aK1-function
(r) such that any solutionx(t) of system (2)
corresponding to some input̂w(t) := w(t)+�w(t) satisfiesjx(t) � �xw(t)j � �(jx(t0)� �xw(t0)j; t� t0)+
( supt0���t j�w(�)j): (3)

In general, the functions�(r; s) and
(r) may depend on the
particular inputw(t). If �(r; s) and
(r) are independent of
the inputw(t), then such system is called uniformly input-
to-state convergent.

Similar to the conventional ISS property, the property of
input-to-state convergence is especially useful for studying
convergence properties of interconnected systems. One can
easily show that parallel interconnection of (exponentially,
uniformly, input-to-state) convergent systems is again an
(exponentially, uniformly, input-to-state) convergent system.
Series connection of two input-to-state convergent systems
is an input-to-state convergent system, as summarized in the
next property.

Property 3 ([4], [20]) Consider the system� _x = f(x; y; w); x 2 Rn_y = g(y; w); y 2 Rq: (4)

Suppose thex-subsystem with(y; w) as input is input-to-
state convergent and they-subsystem withw as input is
input-to-state convergent. Then system (4) is input-to-state
convergent.

The next property deals with bidirectionally intercon-
nected input-to-state convergent systems.

Property 4 ([4], [20]) Consider the system� _x = f(x; y; w); x 2 Rn_y = g(x; y; w); y 2 Rq: (5)

Suppose thex-subsystem with(y; w) as inputs is input-
to-state convergent. Assume that there exists a classKL
function�y(r; s) such that for any input(x;w) 2 PC n+m
any solution of they-subsystem satisfiesjy(t)j � �y(jy(t0)j; t� t0):



Then the interconnected system (5) is input-to-state conver-
gent.

Remark.Property 4 can be used for establishing the separa-
tion principle for input-to-state convergent systems as itwill
be done in Section IV. In that context system (5) represents
a system in closed loop with a state-feedback controller and
an observer generating state estimates for this controller. They-subsystem corresponds to the observer error dynamics.

Notice that the (uniform) convergence and the input-
to-state convergence properties are invariant under smooth
coordinate transformations, since all the ingredients in the
definitions of these properties (see Definitions 1-3) are in-
variant under smooth coordinate transformations.

III. C ONVERGENT PIECEWISE AFFINE SYSTEMS

In the previous sections we presented the definitions and
basic properties of convergent systems. The next question
to be addressed is: how to check whether a system ex-
hibits these convergence properties? For smooth systems this
question has been answered in [7], whereas for non-smooth
systems this question has been answered only for systems
in Lur’e form with one (non-smooth) scalar nonlinearity, see
[9]. Piecewise affine systems constitute an important class
of non-smooth systems. In this section we provide sufficient
conditions for convergence of piecewise-affine systems with
continuous right-hand sides.

Consider the state spaceRn divided into polyhedral cells�i, i = 1; : : : ; l; by hyperplanes given by equations of the
form HTj z + hj = 0, for someHj 2 Rn and hj 2 R,j = 1; : : : ; k. We will consider piecewise-affine systems of
the form_x = Aix+ bi +Dw; for x 2 �i; i = 1; : : : ; l: (6)

HereAi 2 Rn�n and bi 2 Rn, i = 1; : : : ; l; are constant
matrices and vectors, respectively. The vectorx 2 Rn is the
state andw 2 Rm is the input. The hyperplanesHTj x +hj = 0, j = 1; : : : ; k; are the switching surfaces. In the
sequel we will deal with piecewise affine systems which have
continuous right-hand sides. This continuity requirementon
the right-hand side of system (6) can be characterized by the
following simple algebraic lemma. Its proof can be found,
for example, in [4].

Lemma 1 Consider system (6). The right-hand side of sys-
tem (6) is continuous iff the following condition is satisfied:
for any two cells�i and �j having a common boundaryHT z + h = 0 the corresponding matricesAi and Aj and
the vectorsbi and bj satisfy the equalitiesGHHT = Ai �Aj (7)GHh = bi � bj ;
for some vectorGH 2 Rn.

The following theorem establishes sufficient conditions for
the exponential and input-to-state convergence of system (6).

Theorem 1 Consider system (6). Suppose the right-hand
side of (6) is continuous and there exists a positive definite
matrix P = P T > 0 such thatPAi +ATi P < 0; i = 1; : : : ; l: (8)

Then system (2) is exponentially convergent and input-to-
state convergent.

Before giving the proof of this theorem, we formulate and
prove an important technical lemma, which will be used in
the proof of the theorem and in further analysis in Section IV.
Denote the right-hand side of (6)f(x;w).
Lemma 2 Under the conditions of Theorem 1 it holds that(x1 � x2)TP (f(x1; w)� f(x2; w))� ��(x1 � x2)TP (x1 � x2): (9)

for all x1; x2 2 Rn, w 2 Rm, for some� > 0 and for the
matrix P satisfying (8).

Proof: SinceP satisfies LMI (8), there exists a constant� > 0 such thatPAi +ATi P � �2�P; i = 1; : : : ; l: (10)

Let us show that this� is the constant for which inequality
(9) holds for all x1; x2 2 Rn and all w 2 Rm. We will
show this in two steps. First, consider the case when bothx1 and x2 belong to the same cell�i with the dynamics_x = Aix+ bi+Dw. Then,f(x1; w) = Aix1+ bi+Dw andf(x2; w) = Aix2 + bi +Dw. Therefore,(x1 � x2)TP (f(x1; w) � f(x2; w))= (x1 � x2)TP (Aix1 �Aix2)= 12(x1 � x2)T (PAi +ATi P )(x1 � x2)� ��(x1 � x2)TP (x1 � x2): (11)

Thus, inequality (9) holds for any pair of pointsx1 andx2
lying in the same cell�i.

Next, we consider the case of arbitraryx1 andx2. Con-
sider the line segment[x1; x2℄ connecting these two points.

Switching planes x1 =: y1
x2 =: y4 y2y3

Fig. 1. The line segment(x1; x2) intersects the switching planes in the
pointsy1; : : : ; y4.



Denote y1 := x1, yp := x2 and yi, i = 2; : : : ; p � 1,
– the points of intersection of the line segment[x1; x2℄
with the switching surfaces such that any pair of pointsyi,yi + 1 belongs to the same cell�j (including its borders),yi 6= yi+1, i = 1; : : : ; p� 1; and the sequencey1; y2; : : : ; yp
is ordered, see Fig. 1 Denotee := (x1 � x2)=jx1 � x2jP ,
wherejxjP := pxTPx. Since all pointsyi, i = 1; : : : ; p; lie
on the same line segment[x1; x2℄ and they are ordered, thene = yi � yi+1jyi � yi+1jP ; i = 1; : : : ; p� 1: (12)

Taking this fact into account, we obtain(x1 � x2)TP (f(x1; w)� f(x2; w))= jx1 � x2jP p�1Xi=1 eTP (f(yi; w)� f(yi+1; w))= jx1 � x2jP �� p�1Xi=1 (yi � yi+1)TP (f(yi; w)� f(yi+1; w))jyi � yi+1jP :
(13)

Since each pair of pointsyi and yi+1, i = 1; : : : ; p � 1,
belongs to a cell with the same dynamics, from the first step
of the proof we obtain(yi � yi+1)TP (f(yi; w) � f(yi+1; w))� ��(yi � yi+1)TP (yi � yi+1): (14)

Substituting this inequality into (13), implies(x1 � x2)TP (f(x1; w)� f(x2; w))� ��jx1 � x2jP p�1Xi=1 jyi � yi+1jP : (15)

Since all pointsyi, i = 1; : : : ; p, lie on the same line segment[x1; x2℄ and they are ordered,p�1Xi=1 jyi � yi+1jP = jy1 � ypjP = jx1 � x2jP : (16)

This fact together with (15) implies (9). Due to the arbitrary
choice of x1, x2 and w we obtain that (9) holds for allw 2 Rm and allx1; x2 2 Rn. This completes the proof of
this lemma.
Now we can prove Theorem 1.
Proof: Given the result of Lemma 2, the proof of exponential
convergence repeats the proof from [21], [8]. We only need
to show that system (6) is input-to-state convergent. Consider
some inputw(t) and the corresponding steady-state solution�xw(t). Let x(t) be a solution of system (6) corresponding
to some inputŵ(t). Denote�x := x � �xw(t) and�w :=ŵ � w(t). Then�x satisfies the equation� _x = f(�xw(t) + �x;w(t) + �w) � f(�xw(t); w(t)); (17)

wheref(x;w) denotes the right-hand side of system (6). We
will show that system (17) with�w as input is ISS. Due to
the arbitrary choice ofw(t), this fact implies that system (6)
is input-to-state convergent.

Consider the functionV (�x) = 12 (�x)TP�x. Its deriva-
tive along solutions of system (17) satisfies_V =�xTPff(�xw(t) + �x;w(t) + �w(t)) � f(�xw(t); w(t))g= �xTPff(�xw(t) + �x;w(t) + �w(t)) (18)�f(�xw(t); w(t) + �w(t))g+�xTPff(�xw(t); w(t) + �w(t)) � f(�xw(t); w(t))g:
Applying Lemma 2 to the first component in (18), we obtain�xTPff(�xw(t) + �x;w(t) + �w(t))�f(�xw(t); w(t) + �w(t))g � ��j�xj2P ; (19)

wherej�xj2P := (�x)TP�x. Sincef(x;w), the right-hand
side of system (6), is linear inw, the second component in
formula (18) equals�xTPff(�xw(t); w(t) + �w(t)) � f(�xw(t); w(t))g= �xTPD�w: (20)

Applying the Cauchy inequality to (20), we obtainj�xTPD�wj � j�xjP jD�wjP � 
j�xjP j�wj; (21)

where the constant
 depends only onD and P . After
substituting this estimate together with estimates (19) and
(20) in formula (18), we obtaindVdt � ��j�xj2P + j�xjP 
j�wj: (22)

From this formula we obtaindVdt � ��2 j�xj2P ; 8 j�xjP � 2
� j�wj: (23)

By the Lyapunov characterization of the ISS property (see
e.g. [22], Theorem 5.2), we obtain that system (17) is input-
to-state stable. This completes the proof of the theorem.

Theorem 1 not only allows to check the input-to-state
convergence property for a given system, but also serves
as a useful tool in designing controllers that make the cor-
responding closed-loop system convergent. This controller
design problem is considered in Section IV.

From the result of Theorem 1 one may conjecture that
for a PWA system with adiscontinuousright-hand side, the
existence of a common quadratic Lyapunov function for the
linear parts of the dynamics in all modes is also sufficient
for convergence. Yet, this conjecture is not true, as follows
from a counterexample presented in the second part of this
paper [19]. In [19] we study convergent PWA systems with
discontinuous right-hand sides.

IV. CONTROLLER DESIGN FOR CONVERGENT SYSTEMS

The convergence property is desirable in many control
problems because the steady-state dynamics of a convergent
system are independent of the initial conditions. In this
section we address the problem of how to achieve the



convergence property in a piecewise affine control system
by means of feedback. Consider the following PWA system_x = Aix+ bi +Bu+Dw; for x 2 �i; i = 1; : : : ; l:y = Cx +Ew (24)

with statex 2 Rn, controlu 2 Rk, external inputw 2 Rm
and outputy 2 Rp. Here Ai, bi, i = 1; : : : ; l, B, D, C
andE are constant matrices of the appropriate dimensions.
As in the previous section,�i are polyhedral cells with
disjoint interior which together constitute the state spaceRn. In this setting the inputu corresponds to the feedback
part of the controller. The inputw includes external time-
dependent inputs such as, for example, disturbances and
feedforward control signals. Once the convergence property
is achieved by a proper choice of feedback, the feedforward
control signals can be used in order to shape the steady-state
dynamics of the closed-loop system (see e.g. [4], [23]). We
will focus on the problem of finding a feedback that makes
the closed-loop system input-to-state convergent and willnot
address the problem of shaping the steady-state dynamics by
means of a feedforward controller.

The following lemma provides conditions under which
there exists a state feedback rendering the corresponding
closed-loop system input-to-state convergent.

Lemma 3 Consider the system (24). Suppose the right-hand
side of (24) is continuous and the LMIP
 = PT
 > 0; (25)AiP
 + P
ATi +BY + YTBT < 0; i = 1; : : : ; l;
is feasible. Then the system (24) in closed-loop with the
controller u = K(x + v) with K := YP�1
 and (v; w) as
inputs is input-to-state convergent.

Proof: The closed-loop system has the form_x = (Ai +BK)x+ bi +BKv +Dw; x 2 �i; (26)i = 1; : : : ; l: Since the right-hand side of system (24) is
continuous, the right-hand side of the closed-loop system
(26) is also continuous. Since the LMI (25) is feasible, for
the matrixK := YP�1
 it holds thatP�1
 (Ai +BK) + (Ai +BK)TP�1
 < 0; i = 1; : : : ; l:
Therefore, the closed-loop system (26) satisfies the condi-
tions of Theorem 1 with the matrixP := P�1
 > 0. Hence,
system (26) with(v; w) as inputs is input-to-state convergent.

The next lemma shows how to design an observer based on
the convergence property. Here we assume that the external
signalw(t) is measured.

Lemma 4 Consider system (24). Suppose the right-hand
side of (24) is continuous and the LMIPo = PTo > 0; (27)PoAi +ATi Po + XC + CTX T < 0; i = 1; : : : l;

is feasible. Then the system_̂x = Aix̂+ bi +Bu+Dw + L(ŷ � y); x̂ 2 �i;ŷ = Cx̂+Ew; i = 1; : : : ; l; (28)

with L := P�1o X , is an observer for system (24) with
globally exponentially stable error dynamics. Moreover, the
observer error dynamics� _x = g(x+�x; u; w)� g(x; u; w); (29)

whereg(x; u; w) := Aix + bi + Bu +Dw + L(Cx + Ew)
for x 2 �i, i = 1; : : : ; l; is such that for any boundedx(t)
and w(t) and any feedbacku = U(�x; t) all solutions of
system (29) satisfyj�x(t)j � 
e�a(t�t0)j�x(t0)j; (30)

where the numbers
 > 0 anda > 0 are independent ofx(t),w(t) and u = U(�x; t).
Proof: Let us first prove the second part of the lemma.

Consider the functiong(x; u; w). After unifying the terms
containingx, we obtaing(x; u; w) := (Ai + LC)x + bi +Bu+ (D+LE)w for x 2 �i, i = 1; : : : ; l: Since the right-
hand side of system (24) is continuous, theng(x; u; w) is
also a continuous piecewise-affine function. Moreover, since
the LMI (27) is feasible, forP := Po andL := P�1o X it
holds thatP (Ai + LC) + (Ai + LC)TP < 0; i = 1; : : : ; l:
Applying Lemma 2 to the functiong(x; u; w), we obtain�xTP (g(x+�x; u; w)�g(x; u; w)) � �a�xTP�x (31)

for all x, �x, u andw and some constanta > 0 independent
of x, �x, u and w. Consider the functionV (�x) :=1=2�xTP�x. The derivative of this function along solutions
of system (29) satisfiesdVdt = �xTP (g(x+�x; u; w)� g(x; u; w))��2aV (�x):
This inequality, in turn, implies that there exists
 > 0
depending only on the matrixP such that ifx(t) andw(t)
are defined for allt � t0 then the solution�x(t) is also
defined for allt � t0 and satisfies (30). It remains to show
that system (28) is an observer for system (24). Denote�x := x̂ � x(t). Sincex(t) is a solution of system (24),�x(t) satisfies equation (29). By the previous analysis, we
obtain that�x(t) satisfies (30). Therefore, the observation
error�x(t) exponentially tends to zero.

Lemmas 3 and 4 show how to design a state feedback
controller that makes the closed-loop system input-to-state
convergent and how to design an observer for this system
with an exponentially stable error dynamics. In fact, for
such controllers and observers one can use the separation
principle in order to design an output feedback controller
that makes the closed-loop system input-to-state convergent.
This statement follows from the next theorem.



Theorem 2 Consider the system (24). Suppose the LMIs
(25) and (27) are feasible. DenoteK := YP�1
 and L :=P�1o X . Then system (24) in closed loop with the controller_̂x = Aix̂+ bi +Bu+Dw + L(ŷ � y); x̂ 2 �i;u = Kx̂ i = 1; : : : ; l; (32)

with w as an input is input-to-state convergent.

Proof: Denote �x := x̂ � x. Then in the new
coordinates(x;�x) the equations of the closed-loop system
are _x = (Ai +BK)x+ bi +BK�x+Dw; x 2 �i;(33)� _x = g(x+�x; u; w)� g(x; u; w); (34)u = K(x+�x): (35)

By the choice ofK, system (33) with(�x;w) as inputs is
input-to-state convergent (see Lemma 3). By the choice of
the observer gainL, for any inputsx(t), w(t) and for the
feedbacku = K(x(t) + �x), any solution of system (34),
(35) satisfies j�x(t)j � 
e�a(t�t0)j�x(t0)j; (36)

where the numbers
 > 0 and a > 0 are independent ofx(t) and w(t) (see Lemma 4). Applying Property 4, we
obtain that the closed-loop system (33)-(35) is input-to-state
convergent.

V. CONCLUSIONS

In this paper we have studied convergence properties for
piecewise affine (PWA) systems. We have introduced the no-
tions of exponential, uniform and input-to-state convergence
and studied their basic (interconnection) properties. ForPWA
systems with continuous right-hand sides it has been shown
that the existence of a common quadratic Lyapunov function
for the linear parts of the system dynamics in every mode is
sufficient for the exponential and input-to-state convergence
of the system. Based on this result, for a class of PWA control
systems we have designed observers and (output) feedback
controllers that make the closed-loop system input-to-state
convergent. The conditions for such observer and controller
design are formulated in terms of LMIs. The obtained results
can be used for designing observers and (output-feedback)
tracking controllers for PWA systems.

REFERENCES

[1] A. Pogromsky, “Passivity based design of synchronizingsystems,”In.
J. Bifurcation Chaos, vol. 8(2), pp. 295–319, 1998.

[2] A. Juloski, M. Heemels, and S. Weiland, “Observer designfor a class
of piecewise affine systems,” inProc. of IEEE Conf. Decision and
Control, 2002.

[3] A. Pavlov, N. van de Wouw, and H. Nijmeijer, “The uniform global
output regulation problem,” inProc. of IEEE Conf. Decision and
Control, 2004.

[4] A. Pavlov, “The output regulation problem: a convergentdynamics
approach,” Ph.D. dissertation, Eindhoven University of Technology,
Eindhoven, 2004.

[5] M. Heertjes and M. Steinbuch, “Stability and performance of variable
gain controllers with application to a DVD storage drive,”Automatica,
vol. 40, pp. 591–602, 2004.

[6] V. Pliss, Nonlocal problems of the theory of oscillations. London:
Academic Press, 1966.

[7] B. Demidovich,Lectures on stability theory (in Russian). Moscow:
Nauka, 1967.

[8] A. Pavlov, A. Pogromsky, N. van de Wouw, and H. Nijmeijer,
“Convergent dynamics, a tribute to Boris Pavlovich Demidovich,”
Systems and Control Letters, vol. 52, pp. 257–261, 2004.

[9] V. Yakubovich, “Matrix inequalities method in stability theory for
nonlinear control systems: I. absolute stability of forcedvibrations,”
Automation and Remote Control, vol. 7, pp. 905–917, 1964.

[10] J. LaSalle and S. Lefschetz,Stability by Liapunov’s direct method with
applications. New York: Academic press, 1961.

[11] T. Yoshizawa,Stability theory by Liapunov’s second method. Tokio:
The Mathematical Society of Japan, 1966.

[12] D. Angeli, “A Lyapunov approach to incremental stability properties,”
IEEE Trans. Automatic Control, vol. 47, pp. 410–421, 2002.

[13] V. Fromion, G. Scorletti, and G. Ferreres, “Nonlinear performance
of a PI controlled missile: an explanation,”Int. J. Robust Nonlinear
Control, vol. 9, pp. 485–518, 1999.

[14] W. Lohmiller and J.-J. Slotine, “On contraction analysis for nonlinear
systems,”Automatica, vol. 34, pp. 683–696, 1998.

[15] M. Johansson and A. Rantzer, “Computation of piecewisequadratic
lyapunov functions for hybrid systems,”IEEE Trans. Automatic Con-
trol, vol. 43, pp. 555–559, 1998.

[16] W. Heemels, M. Camlibel, and J. Schumacher, “On the dynamic
analysis of piecewise-linear networks,”IEEE Trans. Circuits and
Systems I: Fundamental Theory and Applications, vol. 49, pp. 315–
327, 2002.

[17] A. Bemporad, G. Ferrari-Trecate, and M. Morari, “Observability and
controllability of piecewise affine and hybrid systems,”IEEE Trans.
Automatic Control, vol. 45, pp. 1864–1876, 2000.

[18] D. Liberzon,Switchings in systems and control. Boston: Birkhauser,
2003.

[19] A. Pavlov, A. Pogromsky, N. van de Wouw, and H. Nijmeijer,
“Convergent piecewise affine systems: analysis and design.Part II:
discontinuous case.” inProc. of IEEE Conf. Decision and Control,
2005.

[20] A. Pavlov, N. van de Wouw, and H. Nijmeijer, “Convergentsystems:
analysis and design,” inSymposium on Nonlinear Controller and
Observer Design – From Theory to Applications, 2005.

[21] B. Demidovich, “Dissipativity of a nonlinear system ofdifferential
equations, part I,”Vestnik Moscow State Univiersity, ser. matem. mekh.,
(in Russian), vol. 6, pp. 19–27, 1961.

[22] H. Khalil, Nonlinear systems, 2nd ed.Upper Saddle River: Prentice
Hall, 1996.

[23] A. Pavlov, N. van de Wouw, and H. Nijmeijer, “The global output
regulation problem: an incremental stability approach,” in Proc. of 6th
IFAC Symposium on Nonlinear Control Systems, 2004.


