
Optimal control for non-exponentially stabilizable spatially invariant

systems with an application to vehicular platooning

H. Zwart† A. Firooznia‡ J. Ploeg∗ N. van de Wouw∗∗

Abstract— This paper considers the optimal control problem
for a class of infinite-dimensional systems, namely spatially
invariant systems. A common assumption in the scope of such
optimal control problem is the exponential stabilizability of
the infinite-dimensional plant. We propose sufficient conditions
for the optimizability of spatially invariant systems that are
not exponentially stabilizable. The practical significance of this
problem setting is motivated by vehicular platooning, for which
it is desired to design controllers that attenuate the effect of
disturbances, both in time and space, i.e., over the vehicle index.
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I. INTRODUCTION

Linear quadratic (LQ) optimal control for linear finite-

dimensional systems is one of the corner stones of modern

control theory, and therefore can be found in almost any

textbook on this subject, [1], [2]. Soon after its birth, the

theory was extended to infinite-dimensional systems, [3],

[4]. There it is showed that the LQ-theory carries over

from finite- to infinite-dimensional systems provided the

system is exponentially stabilizable, i.e., there exists a state

feedback law u(t) = Fx(t) such that the trajectories of

the closed-loop system converges exponentially to zero as

t goes to infinity. For infinite-dimensional systems there is a

distinction between exponential and asymptotic stability. In

the latter situation, the state converges to zero as time goes to

infinity, but the convergence rate needs not to be exponential.

Hence, already from a purely scientific point of view, it is

interesting to study the LQ problem for systems that are not

exponentially stabilizable, but may be only asymptotically

stabilizable.

In this paper, we focus on a practically important class of

non-exponentially stabilizable systems, namely, a standard

spatially invariant system model for an infinite string of

vehicles. This application domain is relevant in view of

automated vehicle platooning to increase road throughput

and/or to reduce fuel consumption [5], [6]. An important

control design objective for this application is that the effects

of disturbances, introduced by, e.g., initial condition errors or

velocity variations of the lead vehicle, are attenuated along

the string of vehicles. This requirement is formalized using
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the notion of string stability [7], which is very closely related

to asymptotic stability of infinite-dimensional interconnected

systems.

This paper is structured as follows. In the remainder of this

section we, firstly, present preliminaries on spatially invariant

systems, secondly, present a motivating example concerning

a vehicular platooning system which is not exponentially

stabilizable and, thirdly, formulate the problem statement. In

Section II, we present the main results concerning conditions

(involving both necessity and sufficiency) for the optimizabil-

ity of the class of spatially invariant systems under study.

In Section III, we apply the main results to the vehicular

platooning model and Section IV closes with concluding

remarks.

A. Spatially invariant systems

A spatially invariant system is described by the following

set of equations, for k ∈ Z,

d

dt
xk(t) =

∞
∑

j=−∞

Ak−jxj(t) +Bk−juj(t), (1)

yk(t) =
∞
∑

j=−∞

Ck−jxj(t), k ∈ Z, (2)

with initial condition xk(0) = xk0. The vectors xk(t) ∈ Cn,

uk(t) ∈ Cm, and yk(t) ∈ Cp denote the state, the control

input, and the output of the k’th subsystem, k ∈ Z, at

time t ≥ 0, respectively. The matrices Ak−j ∈ Cn×n,

Bk−j ∈ Cn×m, and Ck−j ∈ Cp×n describe the influence

of subsystem j on subsystem k. The system (1)–(2) is called

spatially invariant since the influence between the subsystems

depends only on the difference between their indices, or in

other words, a shift in the numbering of the subsystems does

not change the overall dynamics of the system.

Note that we used complex-valued vectors for the state,

input and output spaces. We could also have chosen real-

valued vectors, but since later (after employing the z-

transform) these signals will become complex, see (4)–(5)

we have chosen to work with complex-valued signals from

the beginning.

The properties of the system (1)–(2) are more conveniently

studied in the z-domain. Therefore, we apply the bilateral

z-transformation, which transforms the sequence x(t) :=
(xk(t))

∞
k=−∞ to the function x̌(z, t), as

x̌(z, t) = Z(x(t)) =

∞
∑

k=−∞

xk(t)z
−k. (3)
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Here, the z variable is not used as a time shift operator, but

as an index shift operator. Now, knowing that Z(x(t)) =
x̌(z, t), where z = ejθ for θ ∈ [0, 2π], the state-space

system (1)–(2) is transformed into the z-domain leading to

the following system

∂x̌

∂t
(z, t) = Ǎ(z)x̌(z, t) + B̌(z)ǔ(z, t), (4)

y̌(z, t) = Č(z)x̌(z, t), (5)

with initial condition x̌(z, 0) = x̌0(z). The functions Ǎ, B̌,

and Č are the z-transforms of the sequences Ak, Bk, and

Ck, respectively. For instance, Ǎ(z) =
∑∞

k=−∞ Akz
−k.

After the z-transform, the system (1)–(2) has become a

(parametrized) system, with the parameter z lying on the unit

circle, ∂D. As state space of (4)–(5) we choose L2(∂D;Cn),
i.e., the space consisting of all functions f : ∂D → Cn which

satisfy
∫ 2π

0
‖f(eiθ)‖2dθ < ∞. The input and output spaces

are L2(∂D;Cm) and L2(∂D;Cp), respectively. We denote

the system (4)–(5) with these state, input and output space

by Σ
(

Ǎ, B̌, Č
)

.

So the state space system (1)–(2) is transformed into the

z-domain leading to (4)–(5), see also [8] and [9]. It is well-

known that the z-transform is an isometry between ℓ2(Z)
(square summable sequences) and L2(∂D), i.e.,

‖(fk)k∈Z‖ :=

∞
∑

k=−∞

‖fk‖2

=
1

2π

∫ 2π

0

‖f̌(eiθ)‖2dθ (6)

=: ‖f̌‖.

This implies that any system property of (1)–(2) can be

formulated into an equivalent system property for (4)–(5) and

visa versa. A similar statement holds for control problems

formulated for (1)–(2). An example of such a property is

exponentially stabilizability.

The system (1)–(2) is exponentially stabilizable if there

exists a linear mapping F from the state space ℓ2(Z;Cn)
to the input space ℓ2(Z;Cm) such that ‖F ((xk)k∈Z) ‖ ≤
c‖(xk)k∈Z‖ for some c > 0 and all (xk)k∈Z ∈ ℓ2(Z;Cn),
and the resulting closed-loop system is exponentially stable.

The equivalent definition of exponentially stabilizability for

the system (4)–(5) is that there exists a linear mapping

F̌ from the state space L2(∂D;Cn) to the input space

L2(∂D;Cm) such that ‖F̌ ž‖ ≤ c‖ž‖ for some c > 0 and all

ž ∈ L2(∂D;Cn), and that the resulting closed-loop system

is exponentially stable.

For the parametrized system (4)–(5) this property can be

checked point-wise, i.e. for all z ∈ ∂D, as formalized in the

following theorem [9].

Theorem 1.1: Consider the system (4)–(5), and assume

that Ǎ, B̌, and Č are continuous functions on the unit circle

∂D.

The system Σ(Ǎ, B̌,−) is exponentially stabilizable if

and only if for all z ∈ ∂D the finite-dimensional system

Σ(Ǎ(z), B̌(z),−) is (exponentially) stabilizable.

The system Σ(Ǎ,−, Č) is exponentially detectable if

and only if for all z ∈ ∂D the finite-dimensional system

Σ(Ǎ(z),−, Č(z)) is (exponentially) detectable. �

In the following section, we present a motivating example

that shows that exponential stabilizability can be a too strin-

gent assumption for practically relevant problems. The lack

of exponentially stabilizable/detectability for some platoon

systems has also been pointed out in [10].

B. Motivating example: vehicular platooning

Consider a string of (identical) vehicles, where the model

for the longitudinal dynamics of the i’th vehicle is given by

[7], [14]




ṡi
v̇i
ȧi



 =





vi
ai

−τ−1ai + τ−1ui



 , (7)

and in which si, vi, and ai are the vehicle position, speed and

acceleration, respectively, and ui is the external input. τ is a

time constant representing the engine dynamics. However, as

the inter-vehicle distances are more relevant than the absolute

vehicle positions, the vehicle model (7) can be rewritten with

relative distance (between two subsequent vehicles) di as a

state, instead of the absolute position si, as follows:





ḋi
v̇i
ȧi



 =





vi−1 − vi
ai

−τ−1ai + τ−1ui



 . (8)

The equilibrium state for ui = 0 is obtained by setting the

time derivatives in (8) to zero. The solution of the resulting

algebraic set of equations is





di,eq
vi,eq
ai,eq



 =





Ci

vi−1,eq

0



 =





Ci

veq
0



 , (9)

where Ci is a constant that can be different for each vehicle.

So, in the equilibrium, all of the vehicles are moving with

constant velocity veq = vi+1 = vi for all i and vehicle i

attains a constant distance Ci to the preceding vehicle i− 1.

We employ another state transformation as follows:

xi =





di
vi
ai



−





Ci

veq
0



 .

Hence xi represents the error between the state
(

di

vi
ai

)

of (8)

and the equilibrium state in (9). In terms of this error state,

we obtain the following model:

ẋi(t) =





0 −1 0
0 0 1
0 0 −τ−1



xi(t) + (10)





0 1 0
0 0 0
0 0 0



 xi−1(t) +





0
0

τ−1



ui(t).
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After applying the z-transform, the system (10) becomes

d

dt
x̌(z, t) =





0 z−1 − 1 0
0 0 1
0 0 −τ−1



 x̌(z, t) +





0
0

τ−1



 ǔ(z, t)

=: Ǎ(z)x̌(z, t) + B̌(z)ǔ(z, t). (11)

Since the finite-dimensional system Σ(Ǎ(1), B̌(1),−) is not

(exponentially) stabilizable, we obtain by Theorem 1.1 that

the infinite-dimensional system Σ(Ǎ, B̌,−) is not exponen-

tially stabilizable. Still, from a practical point of view it is

essential to stabilize these dynamics (in particular to enforce

accurate vehicle following and string stability).

C. Problem statement

In this paper we study the infinite horizon, linear quadratic

(LQ) optimal control problem for the infinite-dimensional

system (4)–(5), or equivalently (1)–(2). We will study this

problem under the challenging condition that the system is

not exponentially stabilizable.

II. MAIN RESULT

In this section, we study the optimal control problem for

the spatial invariant system (1)–(2) (or equivalently system

(4)–(5)). That is, we consider the system (4)–(5), and want to

find for every initial condition x̌0 an input ǔ which minimizes

the cost function

J(x̌0, ǔ) =

∫ ∞

0

‖y̌(z, t)‖2 + ‖ǔ(z, t)‖2dt, (12)

where the norms on y̌ and ǔ are the L2(∂D)-norms. Note that

for the sake of simplicity we have assumed that the weighting

on ǔ is one. The optimal control problem for spatial invariant

systems has been studied before, and has let some discussion,

[8], [11], [12]

We assume that Ǎ, B̌, and Č in (4)–(5) are continuous

functions on the unit circle.

Next we state a result which links the optimizability of the

system (4)–(5) to the (point-wise) solution of an Algebraic

Riccati Equation, obtained by fixing z in the z-domain.

Theorem 2.1: For the system (4)–(5) with cost-function

(12) the following statements are equivalent:

1) The system is optimizable; that is, for every initial con-

dition x̌0 there exists an input ǔ such that J(x̌0, ǔ) <
∞;

2) For almost all z ∈ ∂D, the Algebraic Riccati Equation

(ARE)

Ǎ∗(z)P̌ (z) + P̌ (z)Ǎ(z)− (13)

P̌ (z)B̌(z)B̌∗(z)P̌ (z) + Č∗(z)Č(z) = 0

possesses a non-negative solution P (z) and

ess supz∈∂D ‖P (z)‖ < ∞.

If the system is optimizable, then the optimal control is given

by ǔ(z, t) = −B̌∗(z)P̌ (z)x̌(z, t).

Proof: The proof follows from standard LQ theory for

infinite-dimensional systems, see e.g. [13, Section 6.2].

Now we would like to find conditions such that item 1)

or 2) of Theorem 2.1 can be directly checked on the finite-

dimensional systems obtained by fixing z on the unit circle.

If every such finite-dimensional system is exponentially

stabilizable, then 1) holds, see Theorem 1.1. However, as

we have seen from the motivating example in Section I-

B, the system under study may not be exponentially sta-

bilizable. The following example shows that the condition:

“all but finitely-many finite-dimensional systems (obtained

from (4)–(5) by fixing z on the unit circle) are exponentially

stabilizable” is not sufficient for item 2) in Theorem 2.1 to

hold.

Example 2.2: We consider the following system

Ǎ(z) = 1− z, B̌(z) = −1 + z, Č(z) = −1 + z. (14)

Since for z ∈ ∂D, and z 6= 1, the real part of B̌(z)
is non-zero, for such z the (finite-dimensional) system is

exponentially stabilizable. Solving the ARE (13) gives

P (z) =
Re(Ǎ(z)) +

√

Re(Ǎ(z))2 + |B̌(z)|2|Č(z)|2

|B̌(z)|2
.

(15)

Writing z = eiθ gives

P (z) =
1− cos(θ) +

√

(1− cos(θ))2 + 4(1− cos(θ))2

2− 2 cos(θ)

=
1 +

√
1 + 4

2

and hence P (·) is strictly positive and uniformly bounded as

required under point 2) in Theorem 2.1. Clearly, this example

may tempt us to believe that exponential stabilizability for

almost all z on the unit circle will be sufficient for statement

2 of Theorem 2.1 to hold. However, this is by no means the

case as we show with the next example.

We choose the same Ǎ and Č , but change B̌ to B̌(z) =
(−1 + z)2. Using (15) once more, gives with z = eiθ ,

P (z) =
1− cos(θ) +

√

(1− cos(θ))2 + 8(1− cos(θ))3

(2− 2 cos(θ))2

=
1 +

√

1 + 8(1− cos(θ))

4(1− cos(θ))
.

Since now P (z) is unbounded on the unit circle, the LQR-

problem is not solvable for this system.

Remark 2.3: We note that even a simpler counter example

could have been obtained by choosing Č = 1. However,

then it is obvious, since the output equals the state, and thus

the system is optimizable if and only if it is exponentially

stabilizable, see [13, Exercise 6.5].

What we did in the above examples is not to observe those

states which are not stabilizable, i.e., we made sure that all

finite-dimensional systems are optimizable, or equivalently

that every finite-dimensional system is output stabilizable.

However, even under that condition a spatially invariant

system, such as e.g. the platoon model in Section I-B, need
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not to be optimizable as the second example in Example

2.2 shows. Nevertheless, the optimizability of all finite-

dimensional systems is a necessary condition for the opti-

mizability of the spatially invariant system as made explicit

in the following lemma.

Lemma 2.4: Consider the system Σ(Ǎ, B̌, Č) with cost

functional (12). Furthermore, we assume that Ǎ, B̌, and Č

are continuously depending on z ∈ ∂D. If the system is

optimizable, then for every z ∈ ∂D, the finite-dimensional

system Σ(Ǎ(z), B̌(z), Č(z)) is optimizable.

Proof: The proof follows directly from the fact that the

ARE (13) is a point-wise equation in z, and the continuity

of Ǎ, B̌, and Č .

A finite-dimensional system is optimizable if and only if

C
n = Vstab + Vunobs, (16)

where Vstab is the stabilizable subspace, and Vunobs is the

non-observable subspace, see e.g. [2, Theorem 10.13].

For our example in Section I-B we have that the stabiliz-

able subspace of Σ(Ǎ(1), B̌(1)) is

Vstab = {x ∈ C
3 | x1 = 0}. (17)

Thus Č(1) must be such that its Vunobs contains a vector

with the first component unequal to zero. A possible choice

for the output matrix of the spatially invariant system in the

z-domain is

Č(z) =





0 0 0
0 1 0
0 0 1



 .

In Section III, we will revisit the vehicular platooning

model of the example in Section I-B. Before doing so, we

provide the following sufficient condition for optimizability

of the spatially invariant system (4)–(5) (which we denote

by Σ(Ǎ, B̌, Č)).
Theorem 2.5: If there exists a P0 ∈ C

n×n ≥ 0 such that

for all z ∈ ∂D

Ǎ∗(z)P0 + P0Ǎ(z) (18)

− P0B̌(z)B̌∗(z)P0 + Č∗(z)Č(z) ≤ 0

then the system Σ(Ǎ, B̌, Č) with cost functional (12) is

optimizable.

Proof: We can rewrite equation (18) as the Lyapunov

inequality

(Ǎ(z)−B̌(z)B̌∗(z)P0)
∗P0 + P0

(

Ǎ(z)− B̌(z)B̌∗(z)P0

)

≤ −P0B̌(z)B̌∗(z)P0 − Č∗(z)Č(z).

This inequality implies that the state of the closed-loop

system

∂

∂t
x̌(z, t) =

(

Ǎ(z)− B̌(z)B̌∗(z)P0

)

x̌(z, t),

with x̌(z, 0) = x̌0(z) satisfies for all te > 0
∫ te

0

‖Čx̌(·, t)‖2 + ‖ − B̌∗P0x̌(·, t)‖2dt ≤ 〈x̌0(·), P0x̌0(·)〉.

Since in the input leading to the closed-loop system equals

ǔ(z, t) = −B̌(z)∗P0x̌(z, t) we see that the system is

optimizable.

We remark that it is not necessary to find one P0 which

satisfies (18) for all z ∈ ∂D. If z0 ∈ ∂D is such that

Σ(Ǎ(z0), B̌(z0), Č(z0)) is not exponentially stabilizable,

then it suffices to find a constant P0 satisfying (18) in a

neighborhood of z0. Hence for every such a z0 on the unit

circle, we could find a different P0.

We will exploit Theorem 2.5 in the next section to solve

the optimal control problem for the vehicular platooning

model.

III. APPLICATION TO VEHICULAR PLATOONING MODEL

We apply the above condition to our vehicle model of the

example in Section I-B. However, we begin by obtaining an

exact solution of the ARE for Č constant and diagonal.

Since P is symmetric, we choose P̌ (z) of the form

P̌ (z) =





p11 p12 p13
p12 p22 p23
p13 p23 p33



 , pii ∈ R, pij ∈ C, i 6= j,

(19)

where p∗∗ is the complex conjugate of p∗∗. For the sake of

simplicity, the Č matrix is chosen diagonal and thus Q̌(z) :=
Č(z)∗Č(z) is given by

Q̌(z) =





q11 0 0
0 q22 0
0 0 q33



 . (20)

Substituting all the matrices into the Algebraic Riccati Equa-

tion (13) gives the following six scalar equations:

− 1

τ2
p13p13 + q11 = 0 (21a)

(−1 + z−1)p11 −
1

τ2
p13p23 = 0 (21b)

p12 −
1

τ
p13 −

1

τ2
p13p33 = 0 (21c)

(−1+z−1)p12+(−1+z−1)p12−
1

τ2
p23p23+q22 = 0 (21d)

(−1 + z−1)p13 + p22 −
1

τ
p23 −

1

τ2
p33p23 = 0 (21e)

p23 −
1

τ
p33 + p23 −

1

τ
p33 −

1

τ2
p233 + q33 = 0. (21f)

By (16) and (17) we decide first to choose q11 = 0. With this

assumption, we can solve the above equations as follows:

(21a), q11 = 0 ⇒ p13 = 0 (22a)

(21b), (22a) ⇒ p11 = 0 (22b)

(21c), (22a) ⇒ p12 = 0 (22c)

(21d), (22c) ⇒ |p23| = τ
√
rq22 (22d)

(21f), (22d) ⇒ p33 = τ [−1±
√

1 + (2p23 + q33)] (22e)

(21e), (22d), (22e) ⇒ p22 =
1

τ
p23 +

1

rτ2
p33p23. (22f)

3041



Observe that in (22) none of the elements of P̌ (z) depends

on z; so, all the solutions must be real and, therefore, from

(22d), it follows that p23 = ±τ
√
rq22. Also, P̌ = P̌ ∗ must

be positive semi-definite (P̌ ≥ 0) which requires that all

the diagonal elements should be non-negative (p22, p33 ≥
0). So, equation (22f) indicates that p23 is positive (p23 =
τ
√
q22) and from equation (22e) it is obvious that p33 =

τ [−1 +
√

1 + (2τ
√
q22 + q33)]. Summarizing, the solution

to the Algebraic Riccati Equation (13) is

P̌ =

[

0 0 0

0
√

q22[1+(2τ
√
q22+q33)] τ

√
q22

0 τ
√
q22 τ [−1+

√
1+(2τ

√
q22+q33)]

]

,

(23)

which is positive semi-definite.

Hence for q22 = q33 = 1, and τ = 1 we find

P̌ =





0 0 0
0 2 1
0 1 1



 .

We now assume that τ = 1 and we choose P0 as

P0 =





3ν2 2ν ν

2ν 2 1
ν 1 1



 ,

It is easy to see that P0 ≥ 0 for all ν ∈ R. Furthermore,

Ǎ∗(z)P0 + P0Ǎ(z)− P0B̌(z)B̌∗(z)P0

=





0 3ν2(z−1 − 1) ν

3ν2(z − 1) 2ν(z + z−1 − 2) ν(z − 1) + 1
ν ν(z−1 − 1) + 1 0





−





ν2 ν ν

ν 1 1
ν 1 1





=





−ν2 −ν + 3ν2(z−1 − 1) 0
−ν + 3ν2(z − 1) 2ν(z + z−1 − 2)− 1 ν(z − 1)

0 ν(z−1 − 1) −1



 .

(24)

Since the two by two lower block of this matrix is negative-

definite for z = 1, we see that the whole matrix is negative

definite when its determinant is non-positive. The determi-

nant of the matrix in equation (24) equals

−ν3(10ν + 1)(z + z−1 − 2)

Since z + z−1 − 2 ≤ 0 for z on the unit circle we conclude

that the matrix of equation (24) is non-positive if and only

if −0.1 ≤ ν ≤ 0.

Hence by now adding Č(z)∗Č(z), it is easy to see whether

the sufficient condition of Theorem 2.5 is satisfied. For

instance this is the case for Č(z) =
(

z−1 − 1 0 0
)

.

Resuming, we can say that despite the fact that the

vehicular platooning model is not exponentially stabilizable,

the LQR problem is solvable (i.e. an optimal controller can

be designed). In order to enable this design, the first state

(concerning the inter-vehicle distance) should not be included

in the objective function for optimization at least for z = 1.

IV. CONCLUSION

In this paper, we have considered the optimal control prob-

lem for spatially invariant systems that are not exponentially

stabilizable. We have shown that a common model for an

infinite string of vehicles does not satisfy the exponential

stabilizability condition, indicating the practical significance

of the problem studied. The lack of exponential stabilizability

implies that the LQR problem will not be solvable if we

consider full state measurements in the objective function.

For non-full state measurements the LQR can be solvable.

We showed that a necessary condition for the solvability of

the LQR problem is that the “point-wise” system must be

optimizable for every z on the unit circle. However, this

condition is by no means sufficient. A sufficient condition for

optimizability is given in terms of a Riccati inequality and

subsequently applied to the vehicular platooning problem.
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