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Abstract—1In this paper, we address the tracking control
problem for a unicycle-type mobile robot which is remotely con-
trolled by a two-channel, delay-inducing communication network.
A predictor-based control strategy capable of controlling the neg-
ative effects of the time-delay is proposed. Moreover, conditions
are provided guaranteeing the local or global asymptotic stability
of the closed-loop system up to a maximum admissible delay. The
applicability of the proposed predictor-controller combination is
demonstrated using an interconnected robotic platform located
partly in Eindhoven, the Netherlands, and Tokyo, Japan.

Index Terms—Mobile robots, network-induced delays,
predictive state estimation, tracking control over a network.

I. INTRODUCTION

HE STUDY of robotic systems controlled by a com-

munication network has become important to support
designing of robots, which can perform remote, dangerous, and
distributed tasks. Prospective applications include designing
of, among others, underwater and space robots [1], [2], robots
for agriculture, construction, and mining [3], [4], also the
robots intended for hazardous environments or for search and
rescue missions [5], [6].

In this paper, a control strategy that allows the remote
tracking control of a unicycle-type mobile robot is proposed.
Thus, the controller and the mobile robot are linked via a
delay-inducing communication channel, which possibly com-
promises the performance and stability of the closed-loop
system. The control scheme consists of a state predictor in
combination with a tracking controller, which together control
the negative effects of the network-induced delay. A schematic
representation of the problem under study is shown in Fig. 1.

The problem of controlling a (robotic) system over a com-
munication network has been addressed in different fields of
control engineering. To properly place the contributions of
the current paper in perspective, a concise overview of the
literature in this field follows.

Manuscript received September 6, 2013; accepted December 17, 2013.
Manuscript received in final form February 4, 2014. Date of publication
April 3, 2014; date of current version October 15, 2014. Recommended by
Associate Editor G. Antonelli.

A. Alvarez-Aguirre, N. van de Wouw, and H. Nijmeijer are with the
Department of Mechanical Engineering, Eindhoven University of Technology,
Eindhoven 5600 MB, The Netherlands (e-mail: a.alvarez.aguirre @ieee.com;
n.v.d.wouw @tue.nl; h.nijmeijer@tue.nl).

T. Oguchi is with the Department of Mechanical Engineering, Tokyo
Metropolitan University, Tokyo 192-0397, Japan (e-mail: t.oguchi @tmu.ac.jp).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCST.2014.2304741

—

Mobile Robot Sensor

Communication
network

Control L

commands

Controller/
Predictor

Fig. 1. Schematic representation of a mobile robot controlled by a delay-
inducing communication network.

In the context of teleoperated robotic systems, several tech-
niques have been proposed to overcome the negative effects of
a network-induced delay (refer to [7] and [8] for an overview).
Among the most common approaches are the operation under
delay by shared compliant control or the addition of local force
loops [9], [10], the use of the scattering transformation [11], a
passivity-based approach [12], and wave variable transforma-
tions [13]. In a classical teleoperated system, both the local
and remote sites are equipped with a controller, whereas in
the current paper we consider the challenging scenario in
which there is no controller on the remote site (see Fig. 1).
We recognize the potential benefit of a controller at both the
local and remote sites, as this becomes particularly important
in safety-critical applications or applications with expensive
equipment. Enforcing the passivity of the closed-loop system,
such redundancy will allow the safe and stable teleoperation
of a mobile robot with force reflection [14]. Nevertheless, it
may not always be possible or cost effective to equip both
sites with a controller. In this paper we, therefore, intend
to show that not having a controller on the remote site is
practically feasible even with a delay-inducing communication
network in-between. This remote control architecture may
be useful when considering the remote operation of multiple
robots, such as, the control of a group of mobile robots with
minimal sensing or decision-making capabilities from a remote
command center [8] or the implementation of mobile sensor
networks [15].

The stability analysis and the controller design for systems
controlled over networks has received ample attention in the
field of networked control systems (NCSs) [16]. This paper on
NCSs is most devoted to the study of the effect of a wide range
of network-induced impairments and uncertainties, such as
(time-varying) network-induced delays, time-varying sampling
intervals, packet losses, and other communication constraints,
on closed-loop stability and performance. Currently, most
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of the work in this field focuses on robust stability and
stabilization, see, for example, [17] and [18] and many others.
Of the few works in the NCSs literature that address the
tracking control problem with time-varying delays, the vast
majority focus on linear systems or small delays [19]-[21].
On the contrary, we consider the remote tracking problem
(stabilization of time-varying trajectories) for a mobile robot
with nonlinear dynamics (due to nonholonomic constraints)
and employ a predictor-based control strategy to mitigate
network-induced effects (with the delays being larger than the
sampling interval, that is, so-called large delays). Motivated
by measurements of Internet-induced delays conducted with
remote sites, we consider the case of constant delays (refer to
Section V-C for additional details).

In the current paper, we propose to solve the remote tracking
control problem using a predictor-based state estimator. The
origin of this type of predictor can be traced back to the
appearance of the notion of anticipating synchronization in
coupled chaotic systems, which was first observed by Voss
in [22] for a scalar system and studied for a more general
class of systems in [23]. As a result of this generalization,
a synchronization-based state predictor for nonlinear systems
with input time-delay (only) was proposed in [24].

A question that naturally arises is how the predictor
proposed in this paper differs from the well-known Smith pre-
dictor [25] and its numerous extensions and applications (e.g.,
with nonlinear systems [26] and with discrete-time nonlinear
systems [27]). First, the applicability of control strategies
attributed to the classical Smith predictor has mostly been
restricted to time-delayed linear systems and to (linearized)
mechanical systems with regards to teleoperation (refer to [28]
and [29] for respective surveys on these subjects). Second, a
distinguishing feature of the synchronization-based predictor
is that it encourages the convergence of the delayed state of
the system and the delayed predicted state by a correction
term (refer to Section III-C for additional details). This enables
the predictor-controller combination to exhibit certain robust-
ness against (additive, transient) perturbations to the system’s
inputs, as shown by the simulation results in Section VI.
In contrast, the simplest implementation of the Smith predictor
for nonlinear systems, such as in [26], does not provide a
similar mechanism for convergence and disturbance rejection.

Recently, a number of predictor-based compensation tech-
niques have been proposed for a broader class of nonlinear
systems in [30] and [31]. These control strategies are inspired
on the ideas behind the original Smith predictor and combine a
state predictor together with a feedback control law designed
for the delay-free system. Even though the remote tracking
control strategy presented in this paper is based on a similar
architecture as that in [30] and [31], the design procedure and
the characteristics of the state predictors are quite different.
On the one hand, the delay compensation strategy in [30]
imposes no restrictions on the magnitude of the time-delay that
can be compensated or on the size of the system’s sampling
period (it is a discrete-time implementation). Moreover, it can
be applied to a relatively large class of nonlinear systems
(although possibly requiring a numerical approximation of the

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 22, NO. 6, NOVEMBER 2014

predictor mapping to produce the predicted state). In addition,
it employs so-called nominal feedback laws designed for the
delay-free system [30]. On the other hand, the remote control
strategy proposed in this paper has an upper bound on the
maximum allowable time-delay and only under certain para-
meter restrictions it is capable of accommodating arbitrarily
large delays (see Section IV). Moreover, it assumes to be a
constant and known time-delay which poses certain restrictions
on the reference trajectory (see Remark 10). Nevertheless, the
current remote control strategy is fairly straightforward and
easy to derive and implement. To begin with, it also employs
a tracking control law designed for the delay-free system.
In addition, the design of the state predictor can be rather
straightforward owing to the fact that its structure very closely
resembles that of a nonlinear observer. This simplicity in
design facilitates an ease in implementation which is essential
in practice, ultimately supporting an experimental validation in
which the Internet is used as the communication channel in a
robotic platform located partly in Eindhoven, the Netherlands,
and in Tokyo, Japan. Additional simulations confirm the
robustness of the proposed remote control strategy against
certain perturbations, delay modeling errors, and time-varying
delays (on time scales relevant to the closed-loop dynamics of
the mobile robot).

The contribution of this paper is twofold. First, we propose a
remote control strategy for a unicycle mobile robot, consisting
of a tracking controller and a predictor, which guarantees the
local or global stability of the resulting closed-loop system for
delays smaller than a certain upper bound. Second, the control
strategy is experimentally validated using an interconnected
robotic platform located partly in the Netherlands and partly
in Japan which uses the Internet as its communication chan-
nel. Some preliminary results regarding the control strategy
proposed in this paper may be found in [32]. The main contri-
butions of the current paper with respect to [32] are: 1) formal
stability results and 2) novel simulation and experimental
results validating the proposed remote control strategy.

The remainder of this paper is organized as follows.
Section II provides preliminaries regarding the stability
of retarded functional differential equations and delayed
nonlinear cascaded systems. In Section III, the remote tracking
control strategy for a unicycle robot is introduced. The local
and global stability of the resulting closed-loop error dynamics
is studied in Section IV. The experimental platform used in
this paper is described in Section V. Illustrative simulation
and experimental results are included in Section VI. Finally,
this paper concludes with a discussion in Section VIIL.

Notation: The matrix sum norm, Frobenius norm, and
induced matrix 1- and 2-norms of a matrix A are denoted as
lAllsum> |1AllF, I|Alli1, and ||A]li2, respectively. The minimum
and maximum eigenvalues of a symmetric matrix A are given
by Amin(A) and Amax (A), respectively. Throughout this paper
there are a number of results in which there is no distinction
regarding the vector norm being used. This means that these
results hold for any valid vector norm as long as their use
is consistent. In these cases, the vector norm will be denoted
as || - |I.
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II. PRELIMINARIES

This section contains stability results employed in the
remainder of this paper. To begin with, consider the following
retarded functional differential equation (RFDE):

x(1) = f(t, x) ey

where f : D — R", D < (R x C(m)), and C(m) =
C([—7, 0], R™) is the (Banach) space of continuous functions
mapping the interval [—z, 0] into R™. This vector space is

equipped with the norm | - ||, denoted as the continuous
norm, which is defined for a function ¢ € C([a, b], R™) as
lolle = maxy<s<p l@(s)|l, where || - || denotes any vector

norm. In (1), t € R, x(t) € R™, and x; € C(m) is defined
as x;(s) = x(t +s), for —7 <5 <0.

We have that the function x is a solution of (1) given by
x(t; to, ¢), where x,;, = ¢ denotes the initial condition of the
system. In addition, for any ¢ € C(m), that is, any element of
the Banach space, let ¢(0) € R™ and ¢(—7) € R™ denote ¢
at the end and beginning of the interval [—7, 0], respectively,
and, generically, let ¢(s) € R™ denotes ¢ at s € [—7, 0]. The
functional f in (1) is assumed to be continuous on each set
of the form Rt x C,(m), where p > 0, C,(m) = {p € C(m) :
lolle < p}, bounded by some constant M(p), and Lipschitz
with some constant L(p). We also assume that f(¢,0) = 0,
for all + € R™, such that system (1) has a zero equilibrium
State.

A particular type of RFDE of special interest in this paper
is the following nonlinear cascaded system:

(2a)
(2b)

x(t) = fx(t, x;) +gxy(t»xt» yr)
y(@) = fy(t, y1)

where x € R™, y € R”, x;, € C(m), and y; € C(n). We assume
that fy(7,0) =0, f(7,0) = gxy (7, 9x,0) =0 for all 7 € R
and ¢, € C(m), such that the system has the zero equilibrium
state. In the absence of the coupling term gy (¢, x;, y;), System
(2a) takes the following form:

X(1) = folt, x1)

denoted hereinafter as the x-dynamics without coupling.

The following theorems formulate sufficient conditions to
establish the local and global uniform asymptotic stability
of the nonlinear delayed cascaded system (2). The stabil-
ity definitions for RFDEs used in these theorems may be
found in the classical works of [33, Ch. 1, Def. 1.1] and
[34, Ch. 5, Def. 1.1].

Theorem 1 [35, Th. 2]: Consider the nonlinear delayed
cascaded system (2) and let both the zero solution of the
x-dynamics without coupling (3) and the y-dynamics in (2b)
be locally uniformly asymptotically stable (LUAS). Then,
[xT yT1T =0 is a LUAS equilibrium point of system (2).

Theorem 2 [36, Th. 4]: Assume that for system (3) there
exists a function V (¢, x) of the Lyapunov-Razumikhin type
which satisfies the following assumptions:

3)

1) V(t,x) is continuously differentiable, positive definite,
and has the infinitesimal upper limit with ||x|| — O and
the infinitely great lower limit with ||x| — oo;
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2) the time-derivative of the function V, given by
the functional V(r,p.) = 0V/oi(t,pc(0) +
oV /ox(t, px(0)) fx(t, px), satisfies the estimate
V(t,p) < 0 for all g, € Q(V) = {p € C(m) :
max_7 <s <0V +s,0x(s5)) < V(& 0x(0)};

3) |V(ta ¢x)| 2 U(ta Qox) for all (ta Qox) € R+ X C(m),
where the functional U (¢, ¢, ) is uniformly continuous
and bounded in each set of the form Rt x K with a
compact set K C C;

4) the intersection of the sets V.l(co,c) =
{px € Cm)Fpn —  ox,ta - +00
lim;, s 0o Max_; <s<0 V (f + 8, 0n(s)) =
limy, 00 V(tn, 9,(0)) = ¢} and U~ (00,0) is empty
with ¢ # 0;

5) for all x € R™ such that ||x|]| > #, the inequality
loV /ox| - x| < c1V (¢, x) holds, and, for all x € R"
such that ||x|| < #, the estimate |0V /ox| < c is valid
with certain constants 7, c1, ¢ > 0;

and that additionally the following conditions are satisfied:

6) for ¢, € C(n) and some continuous functions a1, ay :
Rt — RT the functional g, in (2a) admits the
following estimate:

lgxy(t, 9xs o)1 < (a1 lloylle) + a2(lloy ) 0x ) Dlleylle:

7) solutions of system (2b) admit the estimate
ly(t; 10, ) < killgpyllce 2" with certain constants
ki,ko > 0.

Then, [x” yT1T = 0 is a globally uniformly asymptotically
stable equilibrium point of system (2).

Remark 3: From [36, Remarks 2 and 3], we have that if the
function V (¢, x) is quadratic in x, the bounds on its growth
posed in the fifth condition are automatically satisfied and
lox(0)|| can be replaced by |l@x|lc in the estimation of the
functional gy, in the sixth assumption.

The following definition will be useful when investigat-
ing the stability of the proposed remote control strategy.

Definition 4 [37, Def. 2.3.5]: A continuous function y :
R* — R is said to be persistently exciting (PE) if all of the
following conditions hold:

1) a constant K > 0 exists such that |y (¢)| < K, Vr > 0;

2) aconstant L > 0 exists such that |y (£)—w (¢")|<L|t—1'|,
Ve, t' > 0;

3) constants 0 > 0 and € > 0 exist such that Vr > 0,
As :t — 0 < s <t such that |y(s)| > ¢!

III. REMOTE TRACKING CONTROL STRATEGY

In this section, we propose a predictor-controller combi-
nation to address the remote tracking control problem, to be
formalized below.

A. Unicycle-Type Mobile Robot and Problem Setting

Consider a unicycle mobile robot as shown schematically
in Fig. 2. The position at time ¢ of point P with respect to

IThis condition implies that within the interval [z —J, ], there exists a time
instant s at which the absolute value of w(s) is equal to or greater than a
certain € > 0.
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Fig. 2. Schematic representation of a unicycle-type mobile robot.

the global coordinate frame ¢ = [¢0 Z)(,)]T is denoted by the
coordinates (x(t), y(t)), whereas the angle at time ¢ between
the heading direction of the robot and the &°-axis of the global
coordinate frame is denoted by #(¢). The delay-free posture
kinematic model of the unicycle is given by

x() = v(t)cosb(t) (4a)
y(t) = v(t)sinO(¢) (4b)
0@t) = w(r) (40)

where v(t) and w(t) are the translational and rotational
velocities of the robot, respectively, and are regarded as
its control inputs. The state of the system is denoted by
g(t) = [x() y(t)8(®)]T and its control inputs are grouped
into u(r) = [v(r) w(1)]".

In the tracking control problem, the control objective of
the robot is to track the reference position (x,(¢), y-(t)) with
the reference orientation 6,(¢). The reference orientation and
translational and rotational velocities of the robot are defined
as follows:

0, (t) = atan2 (y, (1), %, (1)) (5a)
0r (1) = [52(0) + 32(0) (5b)
o) = X () (6) = X (D)3 (1) _ 0,(). (5¢)

B0 + 930
As stated by [38], in order for the tracking problem to be
soluble, 6, (¢) should satisfy (5a) and there must exist reference
translational and rotational velocities v,(¢) and w,(¢) which
satisfy (5b) and (5c), respectively. The associated reference
state trajectory is denoted by g, (¢) = [x,(t) y-(t) 6, (1)]".

In the current problem setting, the mobile robot is subject
to a network-induced bilateral time-delay consisting of a
forward and a backward time-delay (see Fig. 3). The inputs
of the mobile robot are subject to the forward time-delay 7y,
resulting in the following posture kinematic model:

x(t) =v(t —tr)cosd(t) (6a)
y(t) = ot —17)sinf(t) (6b)
0(t) = w(t — y). (6¢)

The outputs of the mobile robot are subject to the output time-
delay 75, yielding the measured state g(t — 1) = [x(t — 7p)

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 22, NO. 6, NOVEMBER 2014

Communication
® channel
Reference 4 u(t) m M(I—Tf)
Trajectory Controllch ' > Time-delay
) P
E Correction 4 Pliiﬁf‘ior Y
» Term v(t)' ) z(1)

Mobile
Robot
Backward Forward q(1)
Time-delay Time-delay
2(t=7)| Model %, J2(t—7,)| Model 7,
Backward
qt-1,) Time-delay

Fig. 3. Block diagram representation of the remote tracking control strategy.

y(t — 1) O(t — 7)]". The round-trip time-delay is defined as
7 := 15+ 7. We adopt the following assumption on the delay.
Assumption 1: The delay 7 is assumed to be constant and
known.
We note that this assumption is employed in the stability
analyses pursued in Section I'V. Delay measurements presented
in Section V validate this assumption on the delay, at least
on time scales relevant to the (closed-loop) dynamics of the
mobile robot. In Section VI, however, we present simulation
and experimental results that confirm the robustness of the
control strategy, proposed below, for uncertain and time-
varying delays.

Let us now state the tracking control problem that we aim
to solve.

Given the unicycle robot (6) subject to a network-induced
delay t© = 7ty + 15, design a (predictor-based) tracking control
law such that the mobile robot tracks a (possibly delayed)
version of the reference trajectory g, (t).

B. State Predictor Design

To solve the remote tracking control problem for a unicycle-
type mobile robot, we propose the predictor-controller com-
bination shown in Fig. 3. The state predictor, with state
2(t) = [z1(t) 22(t) z3(£)]7, is designed as follows:

21(t) = v(#) cos z3(1) + vx (?) (7a)
22(1) = o(r) sinz3(t) + v, (1) (7b)
23(1) = (1) +vp(t) (7¢)

in which the robot kinematics can clearly be recognized and
where v(r) = [vx () vy (¢) Vg ()17 is a correction term based on
the predicted and the measured states. To design the correction
term v(¢), a set of error coordinates p.(z) which relate the
difference between the delayed predicted state z(r — 7) and
the delayed system state g (¢ — 1) is introduced

p1, () x(t—1wm)—z21(t—7)
pe(®) = | p2,(1) | = Ry, (t = )| y(t = 7p) —22(t = 7) | (8)
p3, (1) 0t —wp) —z3(t —7)
with
cosz3(t —7) sinzza(t—7) O
Ry, (t —7)=|—sinz3(t = 7) coszz3(t—17) O
0 0 1



ALVAREZ-AGUIRRE et al.: PREDICTOR-BASED REMOTE TRACKING CONTROL

Communication
channel

{ q,@t)
Reference || ™ u(t) —
Trajectory Controller ) ' » Forward
_—:LTime—delay
z(t=7,)
State
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Time-delay
————x
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Fig. 4. Modified block diagram representation of the remote tracking control
strategy considering signal bouncing.

where 7 := 77 47p is the sum of the modeled input and output
network-induced delays.

Remark 6: The proposed state predictor requires an accurate
model of the network-induced delay, because predictor-like
control strategies tend to be sensitive to mismatches in the
delay model [7], [39]. A straightforward approach to obtain an
estimate 7 of the real delay 7 is to measure the communication
delay. This has been done in Section V-C, where the round-trip
delay time of an Internet connection between the Netherlands
and Japan, used for the remote tracking control task, has
been measured at approximately 268 ms. The measurements
in Section V-C show that the round-trip delay is fairly constant
and reproducible. Thus, for the problem setting in this paper,
we consider the constant delays and assume the availability
of an accurate estimate 7 of the real delay z. An alternative
approach for the measurement-based modeling of the time-
delay is called signal bouncing. In this case, the remote track-
ing control strategy is modified, resulting in the block diagram
representation shown in Fig. 4. Using the communication
channel to delay the predicted state, is no longer necessary
to model the time-delay.

As the time-delay is assumed to be known (see Remark 6),
we have that 7y = 7 and 7, = 75, which yields 7 = 7. The
prediction error p,(¢) in (8) is due to the difference between
the delayed predicted state and the delayed system state, that
is, q(t — 7p) — z(t — 7). Consequently, if the prediction error
pe(t) converges to zero, the predictor anticipates the state of
the system by a time zy.

With the error coordinates (8), the correction term
v(t) = [ve () vy () ve ()17 is designed as follows:

v (t) = kxp1,(t) cosz3(t) — kyp2, () sinzz(t)  (9a)
vy(1) = kep1,(1) sinz3(t) + kypa, (1) cosz3(r)  (9b)
vo(t) = kgp3, (1) C9)

where ky, ky, and kg are the correction gains.

Remark 7: The prediction error (8) and correction term (9)
are designed such that, once the tracking control law is
proposed (see Section III-C), the resulting closed-loop error
dynamics possess a cascaded structure (see Section IV). This
feature is instrumental for the ensuing stability analysis, as it
allows using Theorems 1 and 2, respectively, as a basis for the
local and global stability analysis of the closed-loop system.
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C. Tracking Controller Design

The tracking control problem described in Section III-A can

now be formulated as follows.
Given the unicycle robot (6) subject to a network-induced
delay 7 = 77 + 7, and the state estimator (7)—(9), design
a tracking control law such that the mobile robot tracks a
delayed version g, (t — ) of the reference trajectory.

Given this control goal, we can formulate the objective
of the predictor-controller combination as having the state of
the unicycle converge to the state of the reference trajectory
delayed by 7, that is, g (1) — ¢,(t — 7y) as t — o0o. A way
to reach this objective is to build a predictor in which the
predicted state anticipates the state of the unicycle by 7y, that
is, z(t) = gt + t7) as t — oo.

Considering the requirement on the state predictor described
above, a second set of error coordinates z.(¢) related to the
difference between the predicted state z(¢) and the reference
trajectory g, (¢) is defined as follows:

71,(9) xr () — z1(2)
ze(t) = | 22,(1) | = Re, (1) | yr(t) — 22(¢) (10)
23, (1) 0r(1) — z3(1)
with
cosz3(t) sinzz(t) 0
R, (t) = | —sinz3(r) coszz(r) O]
0 0 1

The control scheme in Fig. 3 shows that the output of the
state predictor constitutes the input of the tracking controller.
Here, we employ the tracking control law proposed in [40] in
combination with the state predictor state estimator (7)—(9).
Hence, the control law uses the predicted error coordinates
Ze(t) as defined in (10), which yields

v(t) =v,(t)+crz1, (1) —cywr ()22, (1), cx >0, ¢y>—1
(11a)
o(t) = o) + coz3,(t), co > 0. (11b)

Because of the input time-delay, the control action applied
to the unicycle in (6) is given by
o(t —1f) = 0,(t —1f) +cxz1,(t —Tf)
—cyr(t —1f)22,(t — 1)
ot —t7) = o (t —1f) +coz3,(t — 7).

(12a)
(12b)

The resulting control inputs hint at how the system behaves.
Intuitively, if the errors p.(t) and z.(¢f) converge to zero,
the robot state g(f) converges to the delayed reference state
trajectory g, (¢t — 77). This claim will be further examined in
the next section.

IV. STABILITY ANALYSIS

To guarantee that the tracking control problem intro-
duced in Section III-C 1is solved, it is sufficient to
prove the asymptotic stability of the equilibrium point
I, pIYT = 0 of the closed-loop error dynamics of the
predictor-controller combination. This section presents these
closed-loop error dynamics, together with theorems which
pose sufficient conditions for their local and global uniform
asymptotic stability.
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A. Closed-Loop Error Dynamics

Exploiting the predictor (7), correction term (9), and con-
trol law (12), and considering the state definitions & () :=

[21, (1) 22, (1) p1, (1) P2, ()]" and &(2) :=[23,(r) p3,(1)]7, the
resulting closed-loop error dynamics may be represented as
the following cascaded system:

E(r) = A1(t, 1 — 1)E () + A (t — 1) + 8(1, &1, 8,)
(13a)

&) = Bi&(t) + Bao(t — 1) (13b)

where &,, i = 1,2, is an element of the Banach space C(/;) =
C([—7,0], R%), with I} = 4 and I, = 2, defined by &, (s) :=
&i(t + ) for s € [—7,0]. The matrices in (13) are given by

Al(t9t - T)
[ —c (1 4+cy)o(t) —ky 0
| o) 0 0 —ky
=1 o 0 0 ot —7)| (14
L0 0 —w(t—7) O
[0 0 0 0
0 0 0 0
Ay = 0 0 —k 0 (14b)
[0 0 0 —k
_ [—cop —kp _ 10 0
B = i 0 0 i|, B, = |:O —k9:| (14¢)
g, &,,8,)
g1 kozo, (1)
g —koz1, (1)
= t
0 20 &(1)
L 0 842
0 0
0 0
t — 14d
cop2.(t)  kopa (1) fli=1) (14d)
—cop1.(t)  —kop1, (1)
with
1
811 = ¢p22,(t) — vr(t)/ sin(sz3, (t))ds (15a)
0
1
821 = —cpz1,(2) +vr(t)/ cos(szs,(t))ds (15b)
0
g3 = —( @ —1)+cxz (t —7)
1
—cywr(t — 7)z2,(t — r))/ sin(sp3,(1))ds  (15c)
0
ga2 = (0, (t — 1)+ cx21,(t — 1)
1
—cyp (t — 7)z2,(t — r))/ cos(sps,(t))ds (15d)
0
where the following equalities:
1 sin x
for x #0
J— X
/0 cos(sx)ds = [ ] for x =0 (16a)
1 1—cosx
. for x #0
J— X
/0 sin(sx)ds = [ 0 for Z 0o (16b)

have been used in the definition of g1, g21, £32, and g43.

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 22, NO. 6, NOVEMBER 2014

B. Local Asymptotic Stability

The following theorem formulates sufficient conditions
under which (zeT, peT)T = 0 is a LUAS equilibrium point
of (13).

Theorem 8: Consider the posture kinematic model of a
unicycle robot subject to a constant input time-delay 7y, as
given by (6). The reference position of the robot is given by
(xr (1), y- (1)), whereas its reference orientation 6, () is given
by (5a). Additionally, consider the tracking controller as given
in (5b), (5¢), (10), and (11). Moreover, consider the state
predictor (7)—(9). If the following conditions are satisfied:

1) the reference translational velocity v, (¢) is bounded,

2) the reference rotational velocity w,(¢) is persistently
exciting;

3) the tracking gains satisfy ¢y, cg > 0,cy > —1;

4) the correction gains satisfy kx =k, =k > 0,kg > 0;

5) Assumption 1 is satisfied, which implies that 7 = 7 =
W+ Ty

6) the time-delay 7 belongs to the interval 0 < 7 < Ty,
with

T 1

=0 |55

where p > 1 and @, = sup, g |o,(¢)|
then, (zI', pI)T = 0 is a LUAS equilibrium point of the

e
closed-loop error dynamics (13).
Proof: The proof is given in Appendix A. [ ]

Remark 9: Under the conditions of Theorem 8, we have
that z(t) — q(t + 74) as t — oo, that is, the predicted
state anticipates the state of the system by 77, and ¢(t) —
qr(t —7r) as t — oo, that is, the system tracks the reference
trajectory delayed by 7 s. However, if the reference trajectory is
available in advance and the value of the forward time-delay
is known, the predictor-controller combination (7)—(11) can
employ knowledge on v,(t 4+ 7¢), w,(t +7¢), and g, (¢t + 7y),
which will result in the mobile robot tracking the (nondelayed)
desired reference trajectory g, (t).

Remark 10: The persistency of excitation condition on @, (¢)
in Theorem 8 prevents the mobile robot from following a
straight line (see Def. 4). This practical limitation is related
to the usage of the tracking control law (taken from [40])
in the predictor-controller combination and is not a result of
the remote control strategy proposed. For additional details
on this limitation and possible options to overcome it, refer to
[37, Ch. 4].

Given the upper bound on the delay in (17), the left-
most plot in Fig. 5 shows the maximum allowable time-delay
satisfying 7 < 7w /2ky given different values for the correction
gain kg. The middle plot in Fig. 5 shows the maximum allow-
able time-delay satisfying ¢ < 1/./p(@, + k) considering
p = 1 and different values for the correction gain k and the
maximum absolute reference rotational velocity ;.

The delay bound in the left-most plot has been obtained
by spectral analysis of characteristic equation of a first-order
linear system with delay [(28b) in Appendix A], whereas the
delay bound in the middle plot is a result of the Lyapunov-
Razumikhin analysis of a second-order linear system with

A7)
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55
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k

Fig. 5. Left and center plots: allowable time-delay 7 given the two
conditions in (17) (the allowable delay has been cut off at 5 [s]); right plot:
comparison between the conservative and nonconservative delay bounds in
(17) considering x : = @, + k for the conservative bound.

delay [(18b) in Appendix A]. Hence, only the computation
of the latter bound introduces conservativeness [33], [34].
The right-most plot in Fig. 5 shows a graphical comparison
between both delay bounds considering p = 1 and different
values of the unique parameter x := @, + k for the conserva-
tive bound. The plot provides an idea of the conservativeness
introduced by the use of the Lyapunov-Razumikhin approach
to analyze the stability of (part of) the system. Furthermore, it
shows that lowering the robot’s maximum reference rotational
velocity @, and/or its correction gains ky, ky should allow for
the compensation of a time-delay similar or equal to the one
obtained with a nonconservative analysis.

Note that the magnitude of the maximum allowable time-
delay 7max in Theorem 8 is influenced by the correction gains
and not by the tracking gains. In addition, for both conditions
on 7 resulting from (17), there exist choices for the correction
gains such that it becomes possible to accommodate arbitrarily
large time-delays (kg | O for the first condition, and k | 0
for the second one, see also Fig. 5). Nonetheless, a closer
examination of the proof of Theorem 8 shows that these gains
also dictate the convergence rate of the predictor [refer to (27)
and (30) in Appendix A]. This implies that a tradeoff exists
between the magnitude of the maximum allowable time-delay
and the convergence rate of the prediction error, and that this
tradeoff depends on the choice of the correction gains.

C. Global Asymptotic Stability

The next theorem formulates sufficient conditions under
which (zI', pI)T = 0 is a globally uniformly asymptotically
stable (GUAS) equilibrium point of (13). It is worth noting that
the conditions stated in the theorem below do not explicitly
place a bound on the allowable time-delay tmax, but rather
ensure the existence of a certain upper bound 7n,x > 0 on
the delay such that global uniform asymptotic stability can be
guaranteed for any 7 € [0, Tmax]. The absence of an explicit
expression for tyax results in a qualitative characterization of
global asymptotic stability.

Theorem 11: Consider the posture kinematic model of a
unicycle robot subject to a constant input time-delay 7y, as
given by (6). The reference position of the robot is given
by (x,(t), y-(¢)), whereas its reference orientation O,(t) is
given by (5a). Additionally, consider the tracking controller
as given in (11), (5b), (5¢), and (10). Moreover, consider the
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Fig. 6. Block diagram of the interconnected robotic platform.

Overhead
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Fig. 7. Experimental setup at TMU (left) and three e-pucks equipped with

unique fiducial markers (right).

state predictor (7)—(9). Suppose that conditions A.1-A.3 and
A.5 in Theorem 8 are satisfied, then, for ky, = ky =k > 0
sufficiently small and kg > O there exists a tmax > 0 for which
the equilibrium point (zeT, peT)T = 0 of the closed-loop error
dynamics (13) is GUAS for all 0 < 7 < 7yyax.-
Proof: The proof is given in Appendix B. [ ]

Note that, under the conditions of Theorem 11, Remarks 9
and 10 also hold for the global stability analysis.

Summarizing, we have proposed, on the one hand, a
result (Theorem 8) with quantitative conditions on the time-
delay that guarantee that the predictor-controller combination
invokes local uniform asymptotic stability. On the other hand,
we have proposed a global result (in Theorem 11), which is
formulated in terms of qualitative conditions on the delays and
predictor gains.

V. EXPERIMENTAL PLATFORM

We now introduce the robotic platform used in this paper
to experimentally validate the predictor-based remote tracking
control strategy proposed in Section III. The platform is
available at Tokyo Metropolitan University (TMU) in Japan
and connects via the Internet to a computer at the Eindhoven
University of Technology (TU/e) in the Netherlands. A block
diagram of the interconnected robotic platform is shown in
Fig. 6. Note that the computer in Japan is used solely for
communication purposes.

A. General Description

The elements of the experimental setup at TMU are briefly
described in this section, for additional details we refer to [41].
The actual setup is shown on the left-hand side of Fig. 7.
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1) Mobile Robot: The mobile robot used is the e-puck,
shown on the right-hand side of Fig. 7, a differential-drive
unicycle-type mobile robot developed at the EPFL, Switzer-
land [42]. The wheels of an e-puck are driven by stepper
motors which receive velocity control commands over a
BlueTooth connection. All the data processing required to
execute these commands is carried out on the robot’s onboard
processor. The Python programming language is used to
establish a connection with, send (control) commands to, and
receive (sensor) information from the e-puck.

2) Vision System: The position and orientation of the
robot is measured by static scene analysis using an indus-
trial FireWire camera. The camera is an Imaging Source
DMK-31BF03 equipped with a Computar T0412FICS-3 4-mm
lens. Considering the height at which the camera is placed,
the resulting size of the driving arena is of 100 x 50 cm.
The mobile robot is fitted with a unique fiducial marker of
7 x 7 cm, such as the one shown on top of the robot in
Fig. 7. This marker is read by reacTIVision, a standalone
application which determines the position and orientation of
the marker [43].

3) Sampling Rate and Bandwidth: Using the vision system
results in a sampling rate of approximately 25 Hz, which
constrains the bandwidth of the overall setup. Nonetheless,
this choice still allows the correct polling of measurement data
while ensuring an accurate control of the mobile robot.

B. Data Exchange Over the Internet

Exchanging data between the computer in the Netherlands
and the experimental setup in Japan is necessary to implement
the remote control strategy proposed in this paper. Because of
its widespread availability and low cost, the Internet is chosen
as the communication channel for this exchange.

1) Network Configuration: To establish a connection which
guarantees a reliable and secure data exchange, the computer
at TU/e accesses TMUSs network via a virtual private network.
This offers a secure access to the network without a dedicated
communication channel and bypasses the difficulties posed by
closed ports and other network security measures.

2) Socket Configuration: Data is transmitted as soon as
it becomes available by nonblocking transmission control
protocol (TCP) sockets running on of Internet protocol (IP).
The low bandwidth of the system allows the use of TCP,
which guarantees reliable data delivery [as opposed to user
datagram protocol (UDP) sockets]. The correct serialization
and deserialization of the data stream as required by Python
is ensured by fixing the size of each transmitted packet and
setting accordingly the reading buffer on the receiving end. As
data is exchanged bidirectionally, different processing threads
are set up for transmitting and receiving data.

C. Round-Trip Delay Time

The communication-induced round-trip delay time between
the Netherlands and four different countries has been mea-
sured continuously during 24-h periods. Throughout this
time, 2-min bursts of 1200 high-resolution ping requests
have been sent to computers in Japan (http://www.jnto.go.jp),
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Fig. 8. 24-h round-trip delay measurement between the Netherlands and
(clock-wise) Japan, the USA, Chile, and Australia.

the USA (http:// www.stanford.edu), Chile (http://www.uc.cl),
and Australia (http://http://www.unsw. edu.au), respectively.
These bursts were repeated every 3 min, resulting in a total
of 288 bursts in 24 h. The mean value of the round-trip
delay for each burst is shown in Fig. 8 for all four countries,
together with the 95% of the measurement. The overall mean
value of the round-trip delay is around 268 ms for Japan
(30 = 4.28 ms), 178 ms for the USA (36 = 1.63 ms),
271 ms for Chile (30 = 2.7631 ms), and 340 ms for Australia
(3o = 0.47 ms). As could be expected from the fact that the
Internet-induced delay depends on factors such as the network
load, these measurements show a certain level of variability of
the delay over time. Still, the delay mean (in black in Fig. 8)
is remarkably constant, certainly on time scales relevant to the
closed-loop dynamics of the mobile robot.

In conclusion, the proposed network and socket configu-
ration indeed allows a reliable data exchange with a delay
which is fairly constant, especially on the time scale relevant
for the tracking control of a mobile robot. In the next section,
we will present experimental results in which an Internet-
based communication link is used between the Netherlands
and Japan to remotely control a mobile robot in Japan from a
computer in the Netherlands.

VI. SIMULATION AND EXPERIMENTAL RESULT

In this section, we present simulation and experimental
results that illustrate the effectiveness and performance of
the proposed remote control strategy. The remote control
strategy is implemented as in Fig. 3 for all simulations and
experiments. In the case of the experiments, a mobile robot
at TMU is controlled from the TU/e using the interconnected
robotic platform introduced in Section V. The reference tra-
jectories for the simulations and experiments are given as
follows.

1) Simulations 1-3: a circle parameterized by

x @),y (@) = (x5, + rsin0.(t),y,, — rcos(t)),
centered at (x,,y,) = (0.875,0.65) [m], with
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TABLE I
SIMULATION/EXPERIMENTS PARAMETERS

Initial conditions system Initial conditions predictor Tracking gains Correcting gains Delay
z(0) y(0) 0(0) z21(0)  22(0) z3(0) Co cy co ke ky ko T T Tmax
[m] [m] [rad] [m] [m] [rad] [ms]  [ms]  [ms]
Simulation 1 1.1 0.3 g 0.0 0.0 0.0 20 20 10 04 04 075 1000 1000 1100
Simulation 2 1.1 0.3 % 0.0 0.0 0.0 20 20 10 04 04 075 1000 600 1100
Simulation 3 1.1 0.3 % 0.0 0.0 0.0 20 20 10 04 04 075 1000 1400 1100
Experiment 1~ 0.2307 0.2191  0.2851 0.0 0.0 0.0 20 20 1.0 06 0.6 0.6 280 268 570
Experiment 2 0.1796  0.5975  0.3916 0.0 0.0 0.0 20 20 10 06 06 0.6 280 268 930
r = 05 [m], o = 0.5 [rad/s], and o, = 1 18
ro, = 0.25 [m/s].
2) Experiment 1 and simulation 4: an eight curve — __ JP . I NN
. . 1 L/ N 1 % N
parameterized by (x,(¢),y-(t)) = (x, + asin(bt), A Ry N/ A ,'y,rf, N
Yr. + csin(2bt)), where (x,.,y,) = (0.5,0.25) (m) & AR A
denotes the center of the curve, 2a = 2¢ = 0.4 m, > . '\ P BN o ) .
. . . oo [\ r g o N /
its length and width, respectively, and b = 0.2 rad/s 3 N ) 5 ‘f\ i
. . . WL £ 7 W £ F
constitutes its angular frequency. For this reference g e
trajectory w, = 1.16 rad/s. 0 0
. . . . . . 0 0.5 1 15 0 0.5 1 1.5
3) Experiment 2 and simulation 5: a sinusoid parameterized 20, 7, 71 [m] 20, 7, 21 [m]
by (x,(2), yr(£)) = (Xry + Oy, Yro + @ sin(wyyt)), where T Al T Al
(Xr9> ¥ry) = (0.1,0.25) m denotes its origin, v,, = 15
0.007 m/s and w,, = 0.3 rad/s its translational and
rotational velocities, respectively, and ¢ = 0.15 m its
amplitude. For this reference trajectory @, = 0.48 rad/s. !
L . . - - - Ref
The initial conditions for the system and the state predictor, --- 53'%5? fce
redictor

q(0) and z(0), respectively, are given in Table I, together
with the tracking gains of the controller, the correction gains
of the predictor, the actual delay 7, the estimated delay 7
(used in the predictor-controller combination), and maximum
allowable network-induced time-delay tmax. Regarding the
values given in Table I, recall that to satisfy the conditions in
Theorem 8, the network-induced delay 7 should belong to the
interval [0, Tmax). Given the values of the maximum allowable
time-delay shown in Table I [computed in accordance with
condition (17) in Theorem 8, this requirement is satisfied.

A. Simulation Result

For the first three simulations, the communication delay is
taken to be = 74 + 17, = 0.5+ 0.5 =1 [s]. In these simula-
tions, the delay 7, used in the predictor-controller combination
is taken to be, respectively, equal, smaller, and larger than the
real delay 7 (see Table I). These simulations are intended to
illustrate the consequences on the remote control strategy of
a large mismatch in the delay model.

The plots in Fig. 9 show the reference, robot, and predictor
trajectories in the global coordinate frame EO for the first
three simulations. The initial and final positions of these
trajectories are marked with a cross and a circle, respectively.
In some simulations, the reference trajectory might not be
visible because of overlap with the robot and predictor tra-
jectories. The control inputs of the robot are affected during
1.5 s, starting at + = 30 s, by an additive perturbation in
v(t) and w(t) of 0.2 m/s and 0.3 rad/s, respectively. The
purpose of perturbing the robot is to show that the proposed

0.5

Yry Y, 22 [m]

0 0.5 1 15

T, T, 21 [m]

Fig. 9. Simulations of a remotely controlled unicycle with 7 = 1000 ms and
a perturbation induced at ¢ = 30 s. Top left: 7 = 7; top right: 7 = 600 ms< t;
bottom left: 7 = 1400 ms> 7.

predictor-controller combination possesses certain robustness
against perturbations.

The plots in Fig. 9 corresponding to the second and third
simulations show that the remote control strategy is able to
accommodate a relatively large mismatch in the delay estimate.
Nevertheless, a wrong delay estimate will invariably affect the
tracking performance of the system. A mismatch between the
estimated delay 7 and the actual delay 7 is first reflected
in the prediction error p.(t) defined in (8). As a result,
the correction term (9) does not converge to zero, and the
controller’s output (11) is computed in terms of a predicted
state z(¢t) which does not accurately reflect the future state
of the system g(t + 7). Consequently, the mobile robot will
receive an input which is meant for an incorrectly predicted
state, and a tracking error will ensue.

Further details are shown in Fig. 10. The plots in the left
column show the tracking errors e, (t) = x,(t — t7) — x(¢),
ey(t) =y (t—1p)—y(t),and eg(t) = 0,(t —77)—0(t), defined
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Fig. 10.  Simulation results. Left column: tracking error; right column:

prediction error (a perturbation is induced at ¢t = 30 s).

in accordance with the control problem posed at the beginning
of Section III-C. The plots in the right column depict the pre-
diction errors ep, (1) = x(t—1)—21(t —1), ep, (1) = y(t—7) —
z22(t — 1), and ep,(t) = 0(t — ) — z3(t — 7). As expected, all
errors converge to zero when 7 = 7 (simulation 1), whereas
when 7 < 7 and 7 > 7 (simulations 2 and 3, respectively) the
tracking performance of the mobile robot is visibly degraded,
although stability (in the sense of bounded errors) is retained.
In addition, the perturbation which affects the robot at r = 30 s
is reflected on all errors and, in all cases, the remote control
strategy is robust enough to overcome this disturbance.

B. Experimental Results

For the experiments, an indication for the real commu-
nication delay r = 268 ms is based on the measurements
presented in Section V-C. Because of the sampling rate of the
experimental platform, which is 25 Hz, only delays 7 which
are multiples of 40 ms can be implemented in software.?
Therefore, in the experiments, the output of the predictor
is delayed by 7 = 280 ms instead of ¢ = 268 ms, with
T = 15+17, = 7/2+17/2. Hence, there undoubtedly is a
(small) mismatch between 7 and 7 in the experiments, which
will show that the proposed remote control strategy is robust
against such a mismatch.

The experimental results are accompanied by simu-
lations with the exact same settings, except for the

2This is not an essential limitation of the proposed control strategy, but
a particularity of its current implementation; it can be overcome with the
application of a zero-order hold to the system’s measured states.
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Fig. 11. Unicycle at TMU remotely controlled from TU/e. Top: first

experiment. Bottom: second experiment.

slightly time-varying nature of the delay in the experiments
(see Section V-C). The idea is to provide a better sense of
the validity of the experiments and to compare the remote
control strategy for the constant delay (simulations) and time-
varying delay (experiments) cases. The plots in Fig. 11 show
the reference, robot, and predictor trajectories in the global
coordinate frame ¢ O for the experiments and their respective
simulations. The initial and final positions of these trajecto-
ries are marked with a cross and a circle, respectively. The
plots in the left column of Fig. 12 show the tracking errors
ex(t), ey(t), eg(t), whereas the plots in the right column depict
the prediction errors ey, (t), ep, (), ep, (t). Although all errors
practically converge to zero and remote tracking is achieved,
there is a clear difference in the settling behavior (amplitude
and settling time) of the simulations and the experiments. This
difference may be attributed to the small variations in the
communication delay in the experiments and to other aspects
of the experimental platform not considered in the simulations
(dynamical effects such as wheel slip and friction, data acqui-
sition and computational delays, sampling rate variations, the
resolution of the robot’s actuators, etc.). In any case, it is worth
noting that for both simulations and the experiments, the time
scales of the predictor and controller are clearly separated,
with the one for the predictor being much faster than the one of
the controller (as typically the case for an observer-controller
combination).
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C. Discussion

The results of the first three simulations show that the robot
is able to recover from small, transient, additive perturbations.
In addition, the second and third simulations demonstrate
that proposed control strategy also exhibits certain robust-
ness against large modeling errors of the time-delay. The
experimental results demonstrate the fact that the tracking
and prediction errors (practically) converge to zero even in
the presence of a slightly time-varying time delay and a
small mismatch in the delay model. The fact that e, (),
ey(t), and ey(¢) converge to zero in the first simulation and
both experiments implies that the trajectory of the robot lags
the reference trajectory with a delay 7y, in accordance with
Theorem 8 and Remark 9. In conclusion, the behavior of the
remote control strategy is consistent with the local stability
analysis (since the conditions posed in Theorem 8 are satisfied)
and the tracking performance of the robot can be ensured even
in the presence of a network-induced delay.

VII. CONCLUSION

This paper considers the tracking control problem of a
unicycle robot controlled over a two-channel communication
network which induces time-delays. A tracking controller and
a state predictor have been proposed which together guarantee
the tracking of a delayed reference trajectory. The tracking and
prediction error dynamics have been shown to be LUAS with
an explicit (quantitative) upper bound on the allowable time-
delay. This local stability analysis has been complemented
with a global stability analysis which guarantees (qualitatively)
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the existence of a nonzero upper bound on the time-delay.
In addition, simulations and experiments validate the effec-
tiveness of the proposed remote control strategy and show
that the predictor-controller combination can withstand small
mismatches in the delay model and delay variations.

APPENDIX A
PROOF OF THEOREM 8

Note that the cascaded system (13) is a particular case of the
cascaded system (2) introduced in Section II. With Theorem 1,
the local uniform asymptotic stability of the equilibrium point
I, pIT = 0 of the closed-loop error dynamics (13) may be
established if the following conditions are satisfied.

1) The system & (1) = Ai(t,t — 7)&(1) + A2 (t — 1),
hereinafter called the £1-dynamics without coupling, is
LUAS.

2) The system fz(t) = B1& () + Baé (t — 1), hereinafter
called the &-dynamics, is LUAS.

3) The coupling term g(t, {1, &,) vanishes when &, — 0,
that is, g(t, ¢1,,0) = 0.

The validity of these three conditions is now checked given

the requirements posed in Theorem 8.

A. Requirement on the {1-Dynamics Without Coupling

Given the following state definitions: #(f) =
[21,(1) 22,()]" and m2(2) := [p1, (1) p2, ()], the & -dynamics
without coupling, &1 (t) = A((t,t — 7)&1(t) + A6 (t — 1)
[taken from (13)], may be rewritten as the following cascaded
system:

m) = A t) + Aana(t) (18a)

n(t) = As(t — )ma(t) + Aana(t — 1) (18b)
where

—Cx (I+cy)op (1)
Al(l‘) = |:—cur(t) )O i|
—ky 0
s ti= [

and

As(t) = [_w‘z(t) “’ro(’)}.

The local uniform asymptotic stability of the cascaded
system (18) and thus of the &j-dynamics without coupling
can be concluded, according to Theorem 1, if the following
conditions are satisfied.

1) The system 71(t) = A1(¢)#n1(¢), hereinafter called the

n1-dynamics without coupling, is LUAS.

2) The system 7n(t) = As(t — t)na(t) + Aama(t — 1),

hereinafter called the #,-dynamics, is LUAS.

3) The coupling term gy, 4, (¢, #1,, #12,) = A2#2(t) vanishes

when 7, — 0.

1) Requirement on the n1-Dynamics Without Coupling:
According to Lemma 1 in [40], the #;-dynamics without
coupling

21,0 _ | —ex (1 +cy)o (1) | [z1,()
|:Z'2€(l)i|_|:—wr(f) 0 sze(t)} (19)
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are globally exponentially stable (GES), and thus GUAS, for
the requirements on cy, ¢y, and w,(¢) posed in Theorem 8.

2) Requirement on the n>-Dynamics: To establish the uni-
form asymptotic stability of the #,-dynamics as given in (18b),
let us first consider their delay-free version

() = Ao(t)n2(t)

where Ag(t) = A3z (t) + Aa.
The following candidate Lyapunov function is proposed
for (20):

(20)

1o, 1, T
Vi, = FPL. + P2 ="M Py, 2 (21)
with Py, = %Iz. The time-derivative of the candidate Lya-

punov function V,, is given by

Vip = —kept, — kyp3, = =13 Opy2 (22)

ke O
Op = [0 ky}‘
Note that matrix Py, is positive definite, whereas matrix Q,
is positive definite for ky, ky > 0.

We will now use the Lyapunov-Razumikhin stability the-
orem ([34], Th. 4.2) to show that the origin of the
na-dynamics (18b) is LUAS. Using Newton-Leibniz’s law,
these dynamics may be written as the following distributed
delay system:

with

i2(0) = Aolt — Ym0 — Ag / As(s — T)na(s)ds
t—1

t
_AZ/
1—7

As the proposed Lyapunov function (21) is also a Lyapunov
function for the system 72 (t) = Ao(t — 7)#2(¢) (with a decay
rate characterized by the matrix Q,,), V,, will be consid-
ered as a candidate Lyapunov-Razumikhin function for the
ma-dynamics (18b). Its time-derivative, given the distributed
delay system (23), satisfies

m(s — 7)ds. (23)

Vi < =15 Qo2 +21m2 012 Amax (Pyy)
0
x(||A4||iz sup [ A3z x | l1n2(t +5)llads

teR —
0

+ 1A 12

—T

||'72(l+S—T)||2dS). (24)

_ The Lyapunov-Razumikhin stability theorem requires that
Vi, (t) < 0 whenever

Vip (m2(t +6)) < pVy, (i12(t))

for all r and —27 < J < 0 and some p > 1. The condition in
(25) may be rewritten in terms of ||n2(¢ + d)||2 and ||72(¢)]|2

(25)

as follows:
Amax (Py,)
@+l < |p—5<lm®l2 (26)
g j~min(Pi12) 1
for all —27 <0 <0O.
Recall that the conditions in Theorem 8 state that

k := ky = ky, which results in || A4]l;2 = k and ||AZ]|;» = k2.
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Moreover, given @, = sup,cglo-(t)], it follows that
sup,cr |1A3(1)[li2 = @,. In addition, note that Amax(Py,) =
imin(Pnz) = 1/2 and imax(Qng) = imin(an) = k.
Using these facts and condition (26), the time-derivative of
the candidate Lyapunov-Razumikhin function V,, along the
solutions of (18b) satisfies

Vi < —(k — t/plkédr + kD) 213 27)

Using the fact thatk > O and t < 1/,/p(@, + k) [see (17)],
(27) implies that V,,z < 0 under the condition (26). Hence, the
na-dynamics are guaranteed to be LUAS.

3) Requirement on the Coupling Term gy y, (t, 71, n12,): As
the coupling term gy, (¢, 771,, #12,) = A2n2(t), we obviously
have that g, ,, (¢, #1,, 72,) — 0 as np, — 0.

B. Requirement on the &-Dynamics

The &-dynamics in (13b) may be rewritten as the following
cascaded system:
(28a)
(28b)

23,(t) = —cyz3,(t) — ko p3,(t)
P3.(t) = —kops, (t — 7).

To deduce the local uniform asymptotic stability of the
cascaded system (28) using Theorem 1 [and thus of the
&-dynamics (13b)], the following conditions should
be satisfied.

1) The system z3,(t) = —cgz3,(t), denoted hereinafter as
the z3,-dynamics without coupling is LUAS, which is
ensured for ¢y > 0.

2) The system p3,(t) = —kgp3,(t — 7) in (28b) is LUAS.
Namely, given the characteristic quasi-polynomial of
(28b)

s+kpe T =0 (29)

the uniform asymptotic stability of the p3,-dynamics is
ensured for
T
< —_—
2kg
with kg > O [which is satisfied due to (17)].
3) The coupling term gz, ,,(¢, 23,, p3,) = —kgp3,(t) van-
ishes as p3, — 0, which is clearly the case.

T

(30)

C. Requirement on the Coupling Term g(t,¢1,,&,)

The coupling term g(z, &1,, &,) clearly vanishes as &, — 0.
In conclusion, the local uniform asymptotic stability of the
equilibrium point (zI, pI)T = 0 of the closed-loop error

dynamics (13) may be established provided that the conditions
in Theorem 8 are met. This completes the proof.

APPENDIX B
PROOF OF THEOREM 11

With Theorem 2, the following conditions may be posed
to establish the global uniform asymptotic stability of the
equilibrium point (zI, pI)T = 0 of the closed-loop error
dynamics represented by the cascaded system (13):

1) the &j-dynamics without coupling are GES with a

quadratic Lyapunov-Razumikhin function Vg;
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2) the &-dynamics are GES;
3) the coupling term g(t, &1,, &2,) admits the estimate

g, pe, )l = (a1(llps lle) + ax(llpg ) eg ) e lle
(3D

for continuous functions aj, as : Rt — RT.

The global exponential stability requirements on the
&1-dynamics without coupling and the &-dynamics are based
on the assumptions in Theorem 2 and Remark 3. In the
case of the ¢j-dynamics without coupling, the first four
assumptions in Theorem 2 are satisfied if the global uni-
form asymptotic stability of the system is characterized
by a strict Lyapunov-Razumikhin function, and the fifth
assumption is fulfilled if the associated Lyapunov-Razumikhin
function is quadratic. It then follows that requiring the
&1-dynamics to be GES with a quadratic strict Lyapunov-
Razumikhin function will satisfy all the assumptions in
Theorem 2 (one to five) related to them. Regarding the
&-dynamics, the seventh assumption in Theorem 2 poses
the requirement for the global exponential stability of these
dynamics. It is also worth noting that, because of the stability
requirement on the ¢1-dynamics without coupling, the estimate
on the coupling term may be rewritten as in (31) according to
Remark 3.

The validity of the previous three conditions will now be
checked given the requirements posed in Theorem 11.

A. Requirement on the &1-Dynamics Without Coupling

Recall that given the state definitions: #1(f) =
[21, (1) 22,()]" and 72(2) := [p1, (1) p2, ()], the & -dynamics
without coupling, &1 (1) = A1 (¢, t —7)&1(t) + A2é  (t — 1), may
be rewritten as in (18). For zero delay (z = 0), this cascaded
system is given by the following linear time-varying system:

@) = Ar(@)ni(t) + Azma(2)
() = (Az(t) + Ag)na(t).

The delay-free #1-dynamics without coupling in (32a) are
given as in (19), and have already been shown to be GES in
the proof of Theorem 8. From Lyapunov converse theory we
know that, since the delay-free #1-dynamics without coupling
are GES, there exists, for all ¢, a continuously differen-
tiable, bounded, positive definite, symmetric matrix Py, () that
satisfies

=Py (t) = Py ()A1(1) + AT (1) Py (1) + Qy, (1) V2

(32a)
(32b)

(33)

where Q,, (¢) is continuous, bounded, positive definite, and
symmetric, and Aj(¢) is required to be continuous in ¢ and
bounded for all . The requirement on A (¢) is satisfied since
wy(t) is continuous and bounded, as it is persistently exciting
(see Def. 4). As a result, V;, = ’71TPm (t)m is a Lyapunov
function for the delay-free #1-dynamics without coupling. The
derivative of this function satisfies

Vip = =1 Q1 < —Brlin I3
where f1 := inf;cr Amin(Qy, (1))

(34)
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On the other hand, the delay-free #,-dynamics (32b) have
already been shown to be GES for ky, k, > 0 in the proof of
Theorem 8, with the Lyapunov function V), defined in (21).

We now propose

Vo =V + Vi, = ’71TPﬂ1(t)’71 + ’72TP’72'72 (35)

as a candidate Lyapunov-Razumikhin function for the
&1-dynamics without coupling, use the Lyapunov-Razumikhin
stability theorem to show that the origin of these error dynam-
ics is GES and that (35) is a Lyapunov-Razumkhin function
which satisfies the requirements stated in Theorem 11.
Recall that by wusing Newton-Leibniz’s law, the
na-dynamics (18b) may be written as the distributed
delay system (23). Considering this, the time-derivative of the
candidate Lyapunov-Razumikhin function (35) is given by

Ve, <—pillm I3 +2 sup(ll Py, ) i2) | A2 ll2 I 21172112
teR
- 77; an m+ 2||7]2||2/1max(P172)

0
X (||A4||i2 sup [[A3@)lliz [ llm2(t+s)ll2ds

teR —

0
+ A7l ||772(l+S—T)II2dS)~ (36)

-
The Lyapunov-Razumikhin stability theorem requires that
Ve (t) < 0 whenever

Ve (61t +9)) = pVg (&)

for all t and —27 < ¢ < 0 and some p > 1. The condition in
(37) may be rewritten in terms of V), and V,, as
Vi (m (¢ +6)) + Vi, (n2(2 + 6))

< p (Vi (m @) + Vi, (1)) (38)
for all r and —27 < 0 < 0 and some p > 1. It is possible

to replace condition (38) by a condition given in terms of
1 (24 0)ll2, [l (2)ll2, l1m2(z 4 0)ll2, and [2(2) |2 as follows:

(37)

Amax (P, (&
Il + 02 < (p S”p’E“i( — P( )” ®) 1 ()13
min £ np
imaX(Pnz) 2) 172
Py O} ()

With |jall2 < |lall1, (39) may be replaced by the following
condition:

te Amax Py,
I+ )2 < \/psup Ri(. (P( 3 2
min ({7

lmax(Pnz)
+,/Pm”’72(¢)”2~

Given (36) and using condition (40), the time-derivative of
the candidate Lyapunov-Razumikhin function V¢ satisfies

71 ()2

(40)

Ve <—pilml3 — Ballm2ll + Bslmll2limzll - (41)

where
P2 = po1 + Pt (422)
B3 = P31 + Part (42b)
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with

,321 = j«min(an)

| Amax(Py,)
—2Amax (Ppy) [ p—————=
e Amin (Pnz)

X (IIA4IIi2 sup [[A3(D)[li2 + ||A421||i2)
teR

B31 = 2sup([| Py, (D li2) | Azlli2
teR

f2

SUp;eRr (imax (Pm (t)))
j«min(Pnz)

X (||A4||i2 sup [[A3(1)lli2 + ||A421||i2)- (43)
teR

P32 = 2/1maX(P;1z)\/p

Considering that for all y > 0 it holds that || ]2]l72]2 <
y lm ||% + yl||772||%, (41) may be rewritten as follows:

Ve, < —(B1—(B31+B3n0)y) Iml3
- ((ﬁ21+ﬂzzr)—(ﬁ31+ﬂszr)yl) Iml3.  (44)

Recall that the conditions in Theorem 11 state that k :=
kx = ky, so we have that ||Az|;2 = ||A4lliz = k and
IAZll2 = k% Moreover, given @, = sup,cg |, ()], it
follows that sup,cp [A3(?)|liz = @,. In addition, note that
imax(Pnz) = imin(Pnz) = % and /Imax(an) = /Imin(an) =k.
Considering these facts, > and f3, as defined in (42a) and
(42b), respectively, may be rewritten as

= _k_—JPk(@ +R)7 (45a)
pai S
B3 = 2ksup || Py, () |li2 +k(@or + k) [2psup || Py (D)2 7.
teR teR
B3 B3
(45b)

From (44) and the definitions in (45), we conclude that it is
possible to pose requirements on the tracking gains cy, ¢y, ¢y,
correction gains ky, ky, kg, reference rotational velocity w, (t),
and allowable time-delay such that the condition for global
exponential stability of the &j-dynamics without coupling is
met. Posing these requirements in terms of the time-delay
yields

I < M (46)
By
and
. Py — B
B3z — Py

which may be rewritten as follows by taking (45a) and (45b)
into account:

- inf,ecr j~min(Qi71 (1)) =2y ksup g |l Py, ®lli2
Y k(o + k)\/Zp SUpP;er ”Pm ®)lli2

(47)

(48)

and
. < 7 — 2sup,cp ||Pi71(t)||i2
(& +K)(y /P + /2P sup, g || Py (D i2)

(49)
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Given the fact that sup,cg [Py (f)lli2 is bounded and
inf;cr Amin(Qy, (r)) > 0, the previous conditions imply that
there exist k > O sufficiently small and y > 0 sufficiently
large so that there exists Tmax > 0 such that (48) and (49) are
satisfied for all 7 € [0, Tmax]. Hence, for all 0 < 7 < Tyax,
there exist k > O sufficiently small and y > 0 sufficiently
large for which ¢ = 0 is a GES equilibrium point of the
&1-dynamics without coupling. In this sense, we pose two
conditions that can always be fulfilled. Namely, first choose y
large enough to satisfy condition (49). Then, choose k small
enough to satisfy condition (48). Note that as y — oo, it is
necessary for k | 0. Considering the previous remarks, it is
possible to conclude that £ > 0 can always be chosen small
enough such that the &;-dynamics without coupling are GES.

B. Requirement on the &-Dynamics

Recall that the (local) uniform asymptotic stability of
these dynamics has already been established in the proof
of Theorem 8. As the system is linear time-invariant, the
global exponential stability of the system immediately follows
provided that ¢y and ky satisfy the conditions in Theorem 11
and:

(50)

C. Requirement on the Coupling Term g(t,¢1,, &)

We are required to show that there exist continuous func-
tions a1, az : RT — R such that the coupling term admits
the estimate (31). To begin with, the coupling term is rewritten
in terms of ¢z and gg, as follows:

gt, 06, 05) = g1t,t — 1,0z, 05(0))5(2)

+ g2(pg (0))&(t — 1) (€29)
with
(g1 koza, ()
g1 —koz1,(?)
tat_ s D&, D& 0 = ¢
81( T, P& Cosz( ) 0 o
| 0 g4
B 0 0
0 0
O =
829, (0)) cop2.(t)  kop2 (1)
| —cop1,(t)  —kop1,(2)

and g11, 821, €32, and ga> have already been defined in (15).
Considering (51) and the fact that ||All;1 < [|Allsum, the
following holds:

I8, 9& pe)lh
= 18101, 1=7, 91, 05 (0)95 (0) + g2(9pz (0) e, o)1
= (”gl(t, I — 17,08, 05 (O))||sum+||g2(¢§1 (O))”sum) ”(052 Ilc-
(52)
It then follows that, in order to satisfy the requirement
on the coupling term, it suffices to show that there exist
continuous functions aj,a; : Rt — RT such that the
following inequality is satisfied:
llg1(t,t—r, (238 (052(0))”sum + ”82(§0§1 (0)llsum

< ai1(lpg llo) +a2(llps ) eg lle- (53)
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Considering the coupling term expressed in terms of particu-
lar solutions of (13), the definition of the sum matrix norm, the
triangle inequality, and the equalities defined in (16) (which are
continuous and always < 1 for all x), the following condition
results from (53):

g1z, t—7,&1,, &2, (0) llsum + l82(E1, (0))[lsum
< (lcol+1kol) (121, () +122, @) |+ p1. (1)
+ | p2, )1) +2]0, @) + 2], (1 —7)|

+ 2lexzt, =)+ 2]ey0, (=)0, (t—7)].  (54)

Recall that the theorem requires cy, cg, kg > 0,¢y > —1,
and @, = sup;cg |- (¢)|. In addition, as v,(¢) is bounded, we
may define v, := sup,cg |v-(¢)|. Inequality (54) now yields

g1, t—1,<1,, &2, (0) lsum+1182(&1, (0)) llsum
< (co+ko) (|21, ()| + |22, @) |+| p1. @) |+ ]| p2. (©)])
+ 410, + 2¢x |21, (1= 0)[+2ley|@r |22, (1 7))

< 4lor|+(cot+ko+2(cx+leylor)) I, lle- (55)

Expressing inequality (55) in terms of ¢¢, and ¢, (i.e., for
any elements of the Banach spaces C(4) and C(2), respec-
tively) results in

lg1(t, 1 =7, 9, 92 (0))lsum + [182(9¢, (0))llsum
< 4lor[+(cot+ko+2(cx+lcylor)llpg lle. (56)

From (56) we have that inequality (53) is satisfied for
a1(lealle) = 4lo,| and aa(llpg, llc) = 4(co + ko + 2(cx +
|cyl@r)). This means that the requirement on the coupling term
is met.

After checking the three conditions formulated at the begin-
ning of the proof, the global uniform asymptotic stability of
the equilibrium point (z7, pI)T = 0 of the closed-loop error
dynamics (13) can be concluded, provided that the conditions
in Theorem 11 for the control parameters are met. These
conditions imply that there exist correction gains k = k, =
ky > O sufficiently small, k9 > 0, and a constant y > 0
sufficiently large such that the conditions on 7 posed in
(48)—(50) are satisfied, and for which the origin of the closed-
loop error dynamics (13). This completes the proof.
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