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Synthesis of Variable Gain Integral Controllers
for Linear Motion Systems
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Abstract— In this paper, we introduce a design framework
for variable gain integral controllers with the aim to improve
transient performance of linear motion systems. In particular,
we focus on the well-known tradeoff introduced by integral
action, which removes steady-state errors caused by constant
external disturbances, but may deteriorate transient performance
in terms of increased overshoot. We propose a class of variable
gain integral controllers (VGICs), which limits the amount of
integral action if the error exceeds a certain threshold, in order
to balance this tradeoff in a more desirable manner. The resulting
nonlinear controller consists of a loop-shaped linear controller
with a variable gain element. The utilization of linear controllers
as a basis for the control design appeals to the intuition of motion
control engineers therewith enhancing the applicability. For the
add-on part of the nonlinear variable gain part of the controller,
we propose an optimization strategy, which enables performance-
optimal tuning of the variable gain based on measurement
data. The effectiveness of VGIC is demonstrated in practice on
a high-precision industrial scanning motion system.

Index Terms— Motion control, transient performance, variable
gain control, wafer scanners.

I. INTRODUCTION

TRANSIENT performance of a motion control system is
often quantified in terms of rising time, overshoot, and

settling times in the presence of stepwise setpoint changes and
stepwise input disturbances. In general, a controller design
will aim at obtaining a fast response with small overshoot,
whereas achieving zero steady-state error, which to a large
extent can be achieved by designing a controller with proper
robustness margins. It is well known that constant external
disturbances can be rejected by including integral action in the
control design. However, it is also well known that integral
action may increase the amount of overshoot in a transient
response [1], [10], [12], [25]. To balance the tradeoff between
steady-state position accuracy in the presence of constant
disturbances and transient performance in terms of overshoot
in a more desirable manner, nonlinear variable gain integral
control (VGIC) is proposed in this paper.

It is well known that linear controllers are subject to inherent
fundamental performance limitations [13], [32], such as the
waterbed effect. The idea of variable gain control [also called
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nonlinear proportional-integral-derivative (NPID) control] for
linear motion systems as a means to enhance the performance
of the linear system has been used in [4], [3], [9], [14]–[16],
[24], [26], [36], [37], and [39]. These papers all modulate the
proportional or derivative gains or both in a smart way in order
to improve the performance. In addition, in the context of the
control of robotic manipulators, the NPID approaches have
been used to improve performance [19], [21]. In contrast, this
paper will focus on linear motion systems and on modifying
the integral action in order to improve the performance.
Furthermore, variable gain control for linear motion systems
with the aim to balance the tradeoff between high-frequency
noise sensitivity and low-frequency disturbance suppression in
a more desirable manner, and hence focus on the steady-state
performance of the system in the presence of time-varying
perturbations was exploited in [14]–[16] and [36]. In this
paper, we focus on enhancing transient performance by VGIC.

We propose to limit the integral action if the error exceeds a
threshold, thereby limiting the amount of overshoot. Herewith,
we introduce the concept of VGIC [18]. Several concepts for
improving the transient performance of a control system by
modifying the integral action have been proposed in literature.
One particular concept of interest is reset control, of which
the so-called Clegg integrator introduced in [10] is an early
example. The Clegg integrator resets the state of the integrator
to zero upon zero error crossing. Generalizations include
first-order reset elements, which reset the controller states, if
certain conditions are satisfied [6], [28], [27], [30], [38]. This
reset has the capability of improving the transient response
of the system, as illustrated in examples given in the ref-
erences. Note, however, that the reset controller drastically
changes the dynamics of the closed-loop system by resetting
instantaneously some of the controller states to zero. Such
state resets may excite high-frequency resonances typically
present in motion systems leading to undesired high-frequency
transients. The VGIC proposed in this paper avoids such state
resets and the potential problems it associates with. Other
approaches modifying the integral action in order to improve
the transient performance are, for example, given in [12],
where switched integral controllers were used on a plant
consisting of an integrator and [25], where switched integral
controllers with resets and saturation were used on integrating
plants. In [31], gain-modulated PID-controllers are used to
improve performance of robotic applications represented by
second-order transfer functions. In [33] and [34], the concept
of conditional integrators has been introduced in a sliding
mode control framework and a more general feedback con-
trol framework, which uses Lyapunov redesign and saturated
high-gain feedback, to obtain regulation of nonlinear systems
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without chattering behavior. In [20], a continuous sliding
mode controller with nonlinear gains has been introduced for
nonlinear systems with relative degree one or two, in order
to improve the transient performance. The VGIC approach
that we present in this paper, focuses on linear plants of
arbitrary (finite) order, opposed to the works in [20], [33]
and [34], which consider nonlinear plants, and opposed to the
works in [12], [25], and [31], which consider linear plants of
specific structure. Moreover, we do not consider state-resets
in the VGIC approach, opposed to reset controllers [6], [27],
[28], [30], [38]. The approach taken in this paper allows for
the formulation of easy-to-use graphical conditions to assess
global asymptotic stability (GAS) of the nonlinear closed-loop
system, on the basis of measured frequency response data.
The latter feature greatly enhances its practical applicability.
Moreover, because the VGIC is an add-on part to linear
(performance-based) loop-shaped controllers, the nonlinear
VGIC relates in a clear way to the underlying linear controller
designs, further enhancing the practical applicability.

Several benefits of the VGIC concept in terms of prac-
tical applicability and stability analysis have been high-
lighted above. Nevertheless, the main focus of this paper is
on achieving improved closed-loop performance, in which
performance will be directly related to the transient time-
domain error responses. This performance measure can subse-
quently be used in machine-in-the-loop optimization strategies,
see [5] and [11], to optimize the performance by parametric
tuning of the VGIC. In this paper, we consider a gradient-
based quasi-Newton algorithm [29] in order to find the
VGIC controller parameters that optimize the performance.
In this approach, the gradients are obtained using a combined
model/data-based method, where measured error signals are
combined with model-data to obtain the performance measure
and its gradients with respect to the controller parameters,
using a single experiment. This approach for the determina-
tion of the gradients differs from perturbation-based methods
using finite-difference methods to estimate gradients, which
generally require (at least) two experiments.

The main contributions of this paper can be summarized
as follows. First, we introduce the concept of a VGIC
motion controller that guarantees robustness against con-
stant disturbances by employing integral control and (at the
same time) significantly improves transient performance in
terms of overshoot compared with linear motion controllers.
Second, a method for VGIC synthesis is proposed in order
to facilitate performance-optimal self-tuning of the controller.
Third, the proposed VGIC and its performance-optimal tunings
are assessed using experiments on a high-precision industrial
scanning motion system. This paper extends the preliminary
results in [18], in particular by proposing a strategy for the
performance-optimal tunings of the VGICs and applying the
proposed strategy to an industrial motion system.

The remainder of this paper is organized as follows.
In Section II, the VGIC strategy will be introduced. More-
over, stability properties induced by the proposed control
scheme will be studied. The method for VGIC tuning for
performance optimization will be discussed in Section III.
The effectiveness of VGIC and its performance-optimal

Fig. 1. Schematic representation of a VGICl scheme.

tuning are demonstrated with experimental results obtained
from an industrial scanning motion system in Section IV,
which will be followed by a discussion in Section V.
Conclusions and recommendations will be presented in
Section VI.

II. VARIABLE GAIN INTEGRAL CONTROL DESIGN

In this section, we will introduce the VGIC strategy. We
start with a description of the motion control system and,
subsequently, elaborate on the design philosophy behind the
VGIC. An illustrative example will be given in Section II-B
to illustrate the main idea of the nonlinear controller design.
Stability analysis of the closed-loop dynamics will be consid-
ered in Section II-C.

A. Structure of the VGIC Control System

Consider the single-input-single-output closed-loop variable
gain control scheme in Fig. 1, with plant P , nominal linear
controller Cnom, which does not include integral action, con-
stant reference r , constant input disturbance d , and measured
output y. Additionally, the variable gain part of the controller
consists of the variable gain element ϕ(·) (u = −ϕ(e)),
depending on the error e, and a weak integrator described
by the transfer function

CI (s) = s + ωi

s
(1)

where s ∈ C, with ωi > 0 the zero of the weak integrator.
First, consider the situation in which ϕ(e) is a linear element
and study the following two limits:

1) if ϕ(e) = 0, we have a linear control scheme with linear
controller C := Cnom;

2) if ϕ(e) = e, we also have a linear control scheme, but
with linear controller C := CnomCI .

In the first case with C = Cnom, steady-state errors due to
constant disturbances cannot be removed, but the amount of
overshoot in a transient response will be limited in absence of
integrator buffer buildup. In the second case with C = CnomCI ,
zero steady-state error can be achieved, but the amount of
overshoot in a transient response may increase due to said
buffer buildup (note, in this respect, that also the nominal
controller design is important, since this also influences the
response of the system [23]). By properly designing the
variable gain element ϕ(e), we can combine the best of both
worlds and obtain both an improved transient response (small
overshoot) and zero steady-state error. Consider hereto the
following design for the function ϕ(e):

ϕ(e) =
⎧
⎨

⎩

−δ,
e,
δ,

if e < −δ
if |e| ≤ δ
if e > δ

(2)
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Fig. 2. Variable gain element ϕ(e) for the VGIC, with saturation length δ.

Fig. 3. Schematic representation of an elementary dynamical system.

which is graphically depicted in Fig. 2. The controller is
essentially based on a saturation nonlinearity, and limits the
integral action when the error |e| exceeds the saturation
length δ. Thereby, it limits the integrator buffer increase, hence
the overshoot, whereas inducing full integral control when
the error satisfies |e| ≤ δ, and at the same time removes
steady-state errors. Because the amount of integral action
depends through a variable gain ϕ(e) on the error signal e, see
Fig. 2, we call this controller a VGIC. Note that if |e| � δ
(i.e., δ is very small compared with the error e), the overall
controller tends to the linear controller Cnom(s). If |e| ≤ δ,
the linear controller Cnom(s)CI (s) is active. Moreover, note
that the nonlinearity ϕ(e) depends explicitly on the saturation
length δ, see Fig. 2, which is the key performance parameter
that will be tuned for performance in this paper.

Remark 1: In this paper, the control action is adapted based
on the magnitude of the error e (Fig. 2). Other nonlinear
control approaches exist, which also use information on the
time-derivative of the error ė, which are denoted as phase-
based approaches [3], [4].

B. Example

To illustrate the effectiveness and main idea behind the
proposed control strategy, consider an elementary motion
system depicted in Fig. 3, with m = 0.01 kg, b = 0.03 Ns/m,
k = 1 N/m, and control input F . A nominal controller Cnom
without integrator and a controller CnomCI with integrator have
been designed using loop-shaping techniques to control the
system to the reference r = 1; note that the input disturbance
d = 0 in this case (Fig. 1). Cnom(s) = k p(s + ωz)/(s + ωp)
is a lead-filter with zero ωz = 10 rad/s, pole ωp = 100 rad/s,
kp = 100, and the integrator as given by (1), with ωi =
6 rad/s. Simulations of the step response are depicted in
Fig. 4. As can be concluded from the figure, the controller
without integrator [thus only based on Cnom(s)] has the least
amount of overshoot (no integrator buffer), but is not capable
of achieving zero steady-state error. The controller with inte-
grator (Cnom(s)CI (s)) is capable of removing the steady-state
error, but exhibits the negative effect of increased overshoot
(integrator buffer reached 0.074 when crossing y = 1).
Clearly, the variable gain controller (with δ = 0.1) combines
the small overshoot characteristics (integrator buffer reached
0.023 when crossing y = 1) with a zero steady-state error
response.

Fig. 4. Example of the controlled elementary dynamical system in Fig. 3,
with δ = 0.1.

Remark 2: In the example, a stepwise set point change is
used to clearly illustrate the main idea behind the proposed
control strategy. Note that in motion control applications in
general, smooth reference signals r are used in combination
with feed-forward control in order to improve the tracking
performance of the system. A mismatch in feed-forward can
then be interpreted as an input disturbance d (Fig. 1).

C. Stability Analysis

In order to perform a stability analysis of the closed-loop
dynamics induced by the VGIC scheme in Section II-A, we
firstly observe from Fig. 1 that the system belongs to the
class of Lur’e-type systems. These systems consist of a linear
dynamical part

Geu(s) = ωi

s

P(s)Cnom(s)

1 + P(s)Cnom(s)
(3)

denoting the transfer function between input u and
output e, with a nonlinearity ϕ(e) in the feedback loop
[22, Ch. 7]. Note that Geu(s) has a simple pole at s = 0.
A minimal realization of the closed-loop dynamics can be
described in state-space form as follows:

ẋ = Ax + Bu + Brr + Bdd (4a)

e = Cx + Drr + Dd d (4b)

u = −ϕ(e) (4c)

with state x and Geu(s) in (3) satisfying Geu(s) :=
C(s I − A)−1 B . Let us adopt the following two assumptions,
which are both natural in a motion control setting.

Assumption 1: The complementary sensitivity, given by
transfer function

T (s) = P(s)Cnom(s)

1 + P(s)Cnom(s)
(5)

has all poles in the open left-half plane (LHP).
Assumption 2: The complementary sensitivity T (s) in (5)

satisfies T (0) ≥ 0.
Remark 3: Note that Assumptions 1 and 2 are very mild

assumptions. The poles of T (s) will lie in the open LHP
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through design of an asymptotically stabilizing linear con-
troller Cnom(s). The condition that T (0) ≥ 0 is usually sat-
isfied because the complementary sensitivity generally equals
one for ω = 0 by design.

Let x∗ be defined as the equilibrium point of (4) satisfying
e = 0. Note that x∗ is the only equilibrium point satisfying
e = 0, due to the fact that the minimal state-space realiza-
tion (4) implies observability, i.e., the observability matrix
has full rank such that the equations e = 0, de/dt = 0, . . .,
(dn−1e)/(dtn−1) = 0, exhibit a unique solution x∗, for e = 0.

The following theorem poses sufficient conditions under
which GAS of the equilibrium x∗ can be guaranteed for the
VGIC systems; and hence, under these conditions also the
exact tracking of the reference r is guaranteed. Note that
other approaches (using, e.g., linear matrix inequalities) can
also be used to assess stability of x∗ [35]. Here, we propose
the condition put forward in Theorem 1 since (6) can easily
be checked graphically based on measured plant dynamics,
which, in turn, enhances the (industrial) applicability of this
approach.

Theorem 1: Consider (4) with constant reference r and
constant disturbance d . If Assumptions 1 and 2 hold, and
transfer function Geu(s) in (3) satisfies

Re(Geu( jω)) ≥ −1 ∀ω ∈ R (6)

then the VGIC renders the equilibrium point x∗ GAS.
Proof: The proof will consist of the following main steps:

Step 1: employ a coordinate transformation to shift the
equilibrium point to the origin;

Step 2: employ a loop-transformation such that the
transformed nonlinearity belongs to the [0,∞]
sector;

Step 3: employ the positive-real (PR) lemma in order
to show stability of the origin;

Step 4: employ a LaSalle-argument in order to show
GAS of the origin.

Note that the essential difference with a standard circle-
criterion proof lies in the fact that we cannot employ the
strictly positive real (SPR) lemma due to the simple pole
at s = 0 of Geu(s) in (3). Following similar lines as the
proof of the circle criterion in [22, Sec. 7.1], and the proof in
[2, Th. 3], the use of the PR lemma in combination with a
LaSalle argument will still allow us to conclude GAS of the
equilibrium point x∗.

Step 1: Note that integrator (1) has dynamics that can be
described by

ẋ I = ϕ(e) (7)

yI = ωi xI + ϕ(e) (8)

with state xI , input ϕ(e), and output yI . As a result, we
conclude that an equilibrium point x∗ of the closed-loop
system [satisfying ẋ I = ϕ(e) = 0] implies e = 0, since
ϕ(e) = 0 only for e = 0. Because we consider constant (step)
references in r and constant disturbances d in order to assess
transient performance, we can employ a coordinate transfor-
mation z = x − x∗ to study stability of the equilibrium x∗ of

Fig. 5. Schematic representation of a Lur’e-type system with ϕ ∈ [0, 1]
(left-hand side) and a loop-transformed system with ϕ̃ ∈ [0,∞] (right-hand
side).

the closed-loop system (4). The transformed dynamics can be
written as

ż = Az + Bu (9a)

e = Cz (9b)

u = −ϕ(e) (9c)

where we used the fact that e = 0 for x = x∗. The transfer
function between input u and output e for (9) is again given by
Geu(s) = C(s I − A)−1 B . Note that the nonlinearity ϕ(e), see
Fig. 2, lies in the sector ϕ(e) ∈ [0, 1] (i.e., 0 ≤ ϕ(e)/e ≤ 1,
∀e 	= 0).

Step 2: Let us loop-transform (9) such that the transformed
nonlinearity belongs to the [0,∞] sector [22], which is
schematically illustrated in Fig. 5. The transfer function G̃eu(s)
from ẽ to u, after loop transformation, is given by

G̃eu(s) = Geu(s) + 1 = C(s I − A)−1 B + 1 (10)

which can be represented in state-space form, see (9), by the
minimal state-space realization

ż = Az + Bu (11a)

ẽ = Cz + u (11b)

u = −ϕ̃(ẽ). (11c)

Step 3: Note that:

1) the poles of G̃eu(s) are equal to the poles of Geu(s). Due
to Assumption 1, the poles of Geu(s) = ωiT (s)/s [and
therefore also the poles of G̃eu(s)], see (3) and (5), lie
in the open LHP, except for the simple pole at s = 0;

2) due to Assumption 2, by combining (3), (5), and (10),
we see that the residue of the simple pole res(G̃eu(s)) =
lims→0 sG̃eu(s) = ωiT (0) ≥ 0;

3) due to the condition in the theorem, Re(Geu( jω)) ≥ −1
∀ω ∈ R.
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Consequently, the transfer function G̃eu(s) is PR [22] (not SPR,
due to the simple pole at s = 0). From [22, PR Lemma 6.2], it
then follows that there exist matrices P = PT > 0, L and W
such that

P A + AT P = −LT L (12)

P B = CT − LT
√

2 (13)

W T W = 2. (14)

Using the Lyapunov function candidate V = 1/2zT Pz, it then
follows that along solutions of (11), the time-derivative V̇
satisfies

V̇ = 1

2
zT (P A + AT P)z + zT P Bu (15)

= −1

2
zT LT Lz + zT CT u − zT LT

√
2u (16)

where we used the PR Lemma. Now let us add and subtract
the term u2, such that

V̇ = −1

2
zT LT Lz + (Cz + u)T u − u2 − zT LT

√
2u

= −1

2

(
Lz + √

2u
)T (

Lz + √
2u

) + ẽT u (17)

≤ ẽT u (18)

where it has been used that ẽ = Cz + u (11b). Using the fact
that the nonlinearity ϕ̃(ẽ) ∈ [0,∞], see Fig. 5, we have

V̇ ≤ ẽT u = −ẽϕ̃(ẽ) ≤ 0. (19)

Inequality (19) implies already stability of z = 0, however,
not yet asymptotic stability.

Step 4: To establish GAS of z = 0, we use a LaSalle-type
of argument. Note that V̇ can only be zero if ẽ = 0, because
ϕ̃(ẽ) has only one unique zero at ẽ = 0 (Fig. 5). Hence,
due to observability of the minimal state-space realization
in (11), it then follows that z = 0 (i.e., x = x∗, with e = 0)
is GAS.

Remark 4: The GAS of x∗ can intuitively be understood as
follows: the saturation nonlinearity used in the VGIC always
(i.e., also outside the band [−δ, δ]) applies a certain amount of
integrating action (Fig. 2), such that the error is always forced
to zero. An alternative design of ϕ(e) could be obtained by
setting ϕ(e) = 0 for all |e| > δ, such that the integral action
would be completely switched off for errors exceeding δ.
Although this may improve the transient response in terms of
overshoot, a stability analysis shows that this would only yield
local asymptotic stability results, see [18] for further details.
Because this is undesirable nonrobust behavior in practice, we
focus on the use of the VGIC with the saturation nonlinearity
as in Fig. 2.

Remark 5: Note that in case that the saturation function
in Fig. 1 would be placed behind the integrator, the output
of the integrator would be limited to a certain value, ū for
example (as sometimes used in antiwindup schemes to avoid
integrator windup due to actuator saturation). This would not
allow for a GAS result as in Theorem 1, since in that case only
disturbances smaller in amplitude than ū can be compensated.

Remark 6: Note that the integral action induced can be
increased (decreased) by increasing (decreasing) the frequency
of the zero ωi of the weak integrator (1).

Fig. 6. Illustration of the performance measure J (δ) in (20). Note that the
shaded area is related to the ISE in (20).

Using Theorem 1, stability can easily be assessed by check-
ing (6), which can be done graphically using (e.g., measured)
frequency response data. Note that stability does not depend
on the saturation length δ of the VGIC, since the nonlinearity
lies in the same sector [0, 1] for any δ. This makes δ a purely
performance-based variable. Although the qualitative behavior
of the VGIC relates to the underlying linear controllers, a ded-
icated performance-based tuning of the saturation length δ of
the VGIC is far from trivial. To facilitate such a performance-
based tuning, an optimization-based method will be discussed
in Section III.

III. VGIC TUNING FOR PERFORMANCE OPTIMIZATION

To facilitate an automated performance-based tuning pro-
cedure for the VGIC, we first have to quantify what we
mean with performance in this context. Such performance
quantification will be addressed in Section III-A. A gradient-
based performance-optimization strategy will be discussed in
Section III-B.

A. Performance Quantification

The goal of the VGIC, see Section II-B, is to balance the
tradeoff between the extra amount of overshoot by including
an integrator in the control design with the time needed for
the removal of steady-state errors. The following cost function
reflects our performance objective:

J (δ) = c1e(t∗(δ), δ) + c2

∫ t2

t1
e2(t, δ)dt (20)

where t∗(δ) = arg maxt∈[t1,t2] e(t, δ) is the time of maximal
overshoot [note that if the sign of the overshoot is unknown
in the application, t∗ can alternatively be defined as t∗ :=
arg max[t1,t2] e2(t, δ)], and t1 and t2 are the start- and end-
time for weighting the integral of squared error (ISE), i.e., the
second term in (20), see Fig. 6. The user-defined weighting
factors c1 and c2 can be used to balance the importance of
overshoot and ISE, and will depend on the specific situation
and application at hand. These heuristic factors should be cho-
sen in such a way that a desirable time-domain performance is
obtained, which will be illustrated for an industrial application
in Section IV.

The performance J (δ) in (20), and therewith the optimal δ
that minimizes (20), depends on the particular signature of the
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external disturbances r and d acting on the system (and on the
initial conditions of the system). In many practical situations,
such as repetitive tasks in industrial motion systems, the distur-
bances will be similar from experiment to experiment, which
motivates the use of a single δ for subsequent experiments.
The latter statement is further substantiated by the results in
an industrial application in Section IV-A. If the disturbance
situation does change significantly during operation, a contin-
uous adaptation of δ will be needed.

B. Gradient-Based Optimization

For the tuning of the VGIC saturation length δ, the opti-
mization strategy considered here is a gradient-based strategy.
Naturally, knowledge on the gradients ∂ J/∂δ is needed when
employing such a strategy. Finite-difference approximations
could be used for the approximation of the gradients. However,
such an approach comes with the difficulty of choosing a
suitable parametric spacing for the finite difference approx-
imation: the spacing should be small enough in order to
guarantee an accurate approximation of the gradients, but
large enough to ensure that the (at least two) experiments
employed in the finite difference approximation show signif-
icant differences not dominated by noise. Moreover, a finite-
difference experiment implies doing multiple experiments in
each iteration of the optimization algorithm for obtaining
gradient information. To circumvent these difficulties, we
will determine the gradients using a mixed model/data-based
approach using, on the one hand, a model of the motion
system P(s) and, on the other hand, measured error sig-
nals [15]. Note that it is reasonable to assume that accu-
rate plant models for high-tech motion systems are readily
available, and that the measured error signals are part of the
iterative procedure, such that no additional experiments are
required.

1) Computing ∂ J/∂δ: To obtain the gradient ∂ J/∂δ, we
differentiate (20) with respect to δ

∂ J

∂δ
= c1

∂e

∂δ
(t∗)+ c1

∂e

∂ t
(t∗)

︸ ︷︷ ︸
0

∂ t∗

∂δ
+ 2c2

∫ t2

t1
e(t, δ)

∂e

∂δ
dt . (21)

The second term in (21) contains a term ∂ t∗/∂δ containing the
effect that the time of maximal overshoot t∗ depends on the
saturation length δ. Although this term is in general unknown,
it is multiplied with the term ∂e/∂ t(t∗), which is zero as
a result of the definition of maximal overshoot. Hence, the
gradient ∂ J/∂δ can be written as

∂ J

∂δ
= c1

∂e

∂δ
(t∗) + 2c2

∫ t2

t1
e(t, δ)

∂e

∂δ
dt . (22)

In (22), the error signal e(t, δ) follows from an experiment
and contains the effect of all the (unknown) disturbances
acting on the system. The gradient ∂e/∂δ is determined as
follows.

2) Computing ∂e/∂δ: In order to compute ∂e/∂δ, we first
differentiate the state equations in (4) with respect to δ. These

Fig. 7. Derivatives ∂ϕ/∂δ and ∂ϕ/∂e of the saturation function ϕ(e) in (2).

Fig. 8. Schematic view of the gradient-based quasi-Newton optimization
algorithm.

are known as the sensitivity equations [22, Sec. 3.3]

d

dt

(
∂x

∂δ

)

= A
∂x

∂δ
− B

∂ϕ

∂e
(e)

∂e

∂δ
− B

∂ϕ

∂δ
(e)

=
(

A − BC
∂ϕ

∂e
(e)

)
∂x

∂δ
− B

∂ϕ

∂δ
(e) (23a)

∂e

∂δ
= C

∂x

∂δ
(23b)

with the state ∂x/∂δ and e = e(t, δ) an input following (for
example) from measurements. Here, we used the fact that the
external inputs d and r in (4) do not depend on δ. Note
that the controllers C and CI are known exactly, so that if
a plant model P is available, the matrices A, B , C can be
readily computed. The two terms ∂ϕ/∂e(e) and ∂ϕ/∂δ(e) can
be derived from the saturation function in (2) and are depicted
in Fig. 7 [note that the derivatives at |e| = δ do not exist,
but in practice, this does not matter since |e| = δ only occurs
incidentally, such that it does not matter which value we use
in (23). Moreover, experimentally, |e| = δ will practically
never occur].

Numerically, simulation by straightforward forward integra-
tion of (23) with state ∂x/∂δ, with the error signal e(t, δ)
coming from measured data (hence the name mixed
model/data-based approach), provides us information on
∂e/∂δ, which is required to calculate the gradient of the
performance map ∂ J/∂δ in (22).

3) Gradient-Based Optimization Strategy: The optimization
method, we consider in this paper, is a second-order gradient-
based quasi-Newton algorithm, see Fig. 8, which is used to
minimize the cost-function J in (20). Each iteration k, an
experiment is performed to measure the error signal e(δk+1),
see Step 1 in Fig. 8. With the obtained error signal e(δk+1), the
performance J in (20) can be computed in Step 2. If J (δk+1)
is smaller than J (δk), and δk+1 lies within a predefined region
[δmin, δmax], see Step 3 in Fig. 8, the point δk+1 is accepted
as the new point. Otherwise, a line-search is performed in the
direction H −1

k (∂ J/∂δ(δk))
T until the new point satisfies the

above conditions, see Step 4.
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If a successful iteration is performed, the iteration index k
is incrementally increased in Step 5 and we proceed to Step 6.
The gradient ∂ J/∂δ(δk) is determined in Step 6 using (22), and
the Hessian estimate Hk is obtained using gradient information
from a Broyden–Fletcher–Goldfarb–Shanno update

Hk = Hk−1 + qT q

qT v
− H T

k−1v
T v Hk−1

vT Hk−1v
(24)

where q = ∂ J/∂δ(δk) − ∂ J/∂δ(δk−1), v = δk − δk−1, and the
initial Hessian estimate H0 is an identity matrix (here H0 = 1,
because we optimize a scalar variable δ), see [29] for more
details. The following update is used in Step 7 in the quasi-
Newton algorithm [29] to update the parameter δ :

δk+1 = δk − H −1
k

(
∂ J

∂δ
(δk)

)T

(25)

where δ0 is the initial saturation length δ of the VGIC.
The algorithm terminates if ||δk+1 − δk || ≤ ε, with ε > 0

a prespecified tolerance, or if a fixed maximum number of
iterations (experiments) N , with N > 0, has been performed.

Remark 7: Of course, also other optimization methods can
be used to find the optimal parameters minimizing the per-
formance indicator J in (20). In particular, any gradient-
based optimization routine, such as, e.g., Gauss–Newton [15],
can directly be employed in combination with the estimated
gradients in (22).

In Section IV, the VGIC strategy introduced in Section II
will be applied to a high-precision industrial motion stage of
a wafer scanner. The controller synthesis method discussed
in this section will be used to tune a performance-optimal
VGIC.

IV. INDUSTRIAL APPLICATION: WAFER STAGE

The VGIC strategy and tuning procedure will be applied
in this section to a high-precision industrial motion stage of
a wafer scanner [8]. A wafer scanner is a system used to
produce integrated circuits (ICs), see Fig. 9. Light, emitted
from a laser, falls on a reticle (mounted on a reticle stage),
which contains an image of the chip to be processed. The
light is projected onto a wafer (mounted on a wafer stage) by
passing through a lens system. The effect of this illumination,
in combination with a photo-resist process results in the
desired IC pattern being produced. The reticle-stage and wafer-
stage both perform high-speed scanning motions in order to
efficiently process the wafers.

At the same time at which the wafer is being exposed on
the expose-side of the machine, the wafer profile of another
wafer is being measured at the measurement-side of the
machine. This preparatory measurement involves, for example,
height-map measurements (levelling) of the wafer. From the
height-map measurements set-point profiles are derived for
the vertical directions which will be used at the exposure-
side. The transition of the wafer from measurement-side to
exposure-side is called the chuck-swap, see Fig. 10, which
will be the part of the process that we will focus on in
this section. During the chuck-swap, no wafers are being
illuminated and, hence, no actual machine throughput is being

Fig. 9. Schematic representation of exposure-side of a wafer scanner.

Fig. 10. Schematic representation of the chuck-swap between measurement-
side and exposure-side.

generated. Therefore, it is important to perform this operation
as time-efficient as possible.

Before discussing the experimental results in Sections IV-B
and IV-C, we will verify the stability conditions, as posed in
Theorem 1, in Section IV-A.

A. Stability Conditions

During the chuck-swap, we will focus on motion in
y-direction for which an experimentally identified thirty third-
order plant-model P is available. This model will be used for
the simulation of (23) to determine ∂e/∂δ. The plant will be
controlled by a nominal linear controller Cnom (without inte-
gral action), see Fig. 1, consisting of proportional-derivative
controller, second-order low-pass filter, and three notches to
cope with resonances due to structural flexibilities. This results
in the open-loop frequency response function P( jω)Cnom( jω)
as shown in Fig. 11. The linear controller with integral action
is given by CnomCI , where the zero of the weak integrator
in (1) is set to ωi = 5 · 2π rad/s (Fig. 11). Note that the same
integral part CI is used in the VGIC.
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Fig. 11. Open-loop transfer functions with and without integrator.

Fig. 12. Nyquist plot of Geu showing Re(Geu( jω)) ≥ −1 ∀ω ∈ R.

Because a stabilizing tracking controller Cnom has been
designed, see Fig. 11, it is easily verified that Assumptions 1
and 2 are satisfied, see also Remark 3. The frequency-domain
condition Re(Geu( jω)) ≥ −1, ∀ω ∈ R, in (6) is also satisfied,
as can be concluded from the Nyquist plot of Geu in Fig. 12.
Therefore, all conditions of Theorem 1 are satisfied, such that
the equilibrium point x∗ (for which e = 0) of the VGIC system
(4) is GAS; hence, the steady-state error will converge to zero.

Note once more that the GAS property does not depend
on the saturation length δ. This implies that δ is a purely
performance-based variable, and is fully stability-invariant
under the condition posed in Theorem 1. We will exploit
this fact in the subsequent sections, where we can tune δ for
improved servo performance.

B. VGIC Experiments

From experimental data, it is known that during the chuck-
swap, see Fig. 10, a movement in the x-direction disturbs
the stage module in the y-direction (due to crosstalk) around
t = 2.35 s (Fig. 13). This can be interpreted as a stepwise
input disturbance d (Fig. 1). Due to the error buildup, see
Fig. 13, the buffer of the integrator of the controller CnomCI

in y-direction also builds up, resulting in overshoot at t = 2.4 s
(see the red line in Fig. 13 regarding the response of the
linear controller with integral action). However, note that the

Fig. 13. Measured y-error signals for 26 different saturation lengths δ varying
between [0, 200] μm.

integrator induces removal of the steady-state error at the end
of the time-interval. If only the nominal linear controller Cnom
without integral action is used, the overshoot decreases, but
the steady-state error is no longer removed, as depicted by the
blue line in Fig. 13.

In an attempt to shift the tradeoff between overshoot and
the removal of steady-state error in a more desirable direction,
we apply the VGIC strategy introduced in Section II. The
fact that the chuck-swap movement is similar each time it is
carried out, allows for the tuning of a single δ that performs
well in subsequent chuck-swaps. To study the influence of the
saturation length δ, and to verify the controller tuning results
of Section III, we perform experiments for 26 different settings
for δ in the range [0, 200] μm. Note that, see Fig. 2, for δ = 0,
the error response will be induced by the linear controller
Cnom, where for δ > max(|e|), this response will be induced
by the linear controller CnomCI . For increasing δ, the amount
of overshoot increases, but the steady-state error is removed
faster. In Section IV-C, we will tune a performance-optimal
VGIC using the optimization strategy discussed in Section III.

C. VGIC Tuning

In order to apply the gradient-based optimization strategy
of Section III to tune the performance optimal VGIC, we
use the performance measure J (δ) in (20). The interval
[t1, t2] = [2.35, 2.65] s is used for computing the ISE part
in (20). Using c1 = 104 and c2 = 109 as weighting factors
for the chuck-swap application strikes a balance between
the amount of overshoot and removal of steady-state error
in a desirable way. This will be illustrated by means of
experimental time-domain error signals later on. Once these
weighting factors have been selected, these can be used to
automatically tune performance optimal controllers on other
wafer scanners to facilitate dedicated machine-dependent
performance optimization.

The performance J as a function of the saturation length δ
has been evaluated on the basis of 26 different experiments
that have been performed on the wafer scanner (Fig. 13).
The resulting performance curve is shown in Fig. 14 by the
solid line. Note that in general such a performance curve is
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Fig. 14. Measured performance curve J (δ) with the iteration history of the
optimization.

Fig. 15. Iteration history of performance J and saturation length δ. Note
that all iterations (experiments) are shown in this figure, also the iterations
leading to a higher J (which are followed by a line search).

not a priori available in practice. We use it for validating the
optimization strategy. A performance optimal controller can be
found for δ = 22 μm. Note that for δ = 0, a linear controller
Cnom without integral action is used, and that for δ > 150 μm
all errors stay within the saturation band, such that a linear
controller CnomCI with integral action is used.

1) Gradient-Based Optimization: For the gradient-based
optimization approach, see Section III-B, we choose an initial
saturation length of δ0 = 100 μm. In general, without
knowledge of the performance curve J (δ), a good choice is
to choose the initial point δ0 < max(|e|), because for any
δ > max(|e|), the controllers are effectively the same and
therefore the gradient ∂ J/∂δ ≈ 0.

A fixed number of 15 iterations (15 experiments) has been
performed, although after roughly 10 iterations, the optimiza-
tion has converged. The iteration history in Fig. 15 shows
the performance J and the saturation length δ as a function
of the number of iterations. Note that the iterations where J
increases are followed by a line search, see Section III-B, in
order to find a lower function value. Clearly, the optimization
converges to the performance-optimal VGIC with δ = 22 μm,
which is better shown in Fig. 14. In terms of J , the optimal

Fig. 16. Error signals for linear controllers without (solid line) and with
(dashed line) integral action, and performance-optimal VGIC (dashed-dotted
line).

VGIC outperforms the linear controllers with integral action
(δ > 150 μm) and without integral action (δ = 0) by 59%
and 67%, respectively.

To compare the optimal VGIC to the linear controller limits
with and without integral action, consider the corresponding
measured error responses in Fig. 16. Because the buildup of
integral action is limited outside |e| > δ, see Fig. 16, the VGIC
has a similar amount of overshoot as the controller without
integral action Cnom, but removes the steady-state error in a
similar way as the controller with integral action CnomCI . This
illustrates that the balance between overshoot and steady-state
error can be shaped in a more desirable manner using the
VGIC, improving the chuck-swap manoeuvre. Moreover, the
choice for the weighting factors c1 and c2 has been such that
we indeed obtain the desired balance between overshoot and
steady-state error, considering the time-domain evaluation of
the optimal VGIC in Fig. 16.

V. DISCUSSION

With a gradient-based optimization strategy, the optimal
VGIC is found with an accuracy in the optimal saturation
length δ in the order of ≈1 μm. Note that if the same optimal
controller with the same accuracy was to be found using
brute-force experiments in the range [0, 200] μm, this would
require ∼200 experiments. This shows the effectiveness of the
proposed optimization strategy. Approximately 10 experiments
were needed to converge to the optimal controller.

The fact that only 10 experiments were needed to find the
minimum of J , but also the gradients ∂ J/∂δ, hinges on the fact
that we use the mixed model/data-based approach to determine
the gradients. If finite-difference approximations would have
been used to determine the gradients, 10 additional experi-
ments would have been required. Moreover, finite-difference
approximations suffer from the difficulty in selecting suitable
step sizes for the approximations. If these step sizes are too
small, the difference between two experiments is dominated by
noise, making the gradient approximation invaluable. On the
other hand, if the steps are too large, the estimated gradient
will be inaccurate. The mixed model/data-based approach does
not suffer from these difficulties.
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As the name indicates, the mixed model/data-based opti-
mization approach requires models of the motion system
under study (Section III-B). Next to the controller model
C(s), which is exactly known, note that in the current high-
precision motion application, accurate plant models P(s)
can be obtained. If, however, a plant model is not easily
assessable, one can choose to estimate the gradients using
finite-difference approximations, at the expense of performing
additional experiments. Another option, for optimization of a
scalar parameter, would be to use a gradient-free method, for
example, a sectioning procedure as in [7]. A third option could
be to consider iterative feedback tuning [17], a data-based
closed-loop parameter-value optimization, which does not use
finite-difference approximations, but does require additional
experiments.

In the current setting, only optimization of a single para-
meter (the saturation length δ) has been considered. As an
extension to the scalar optimization problem considered here,
we can consider multiparameter optimization problems. As
an example of a situation, where we might want to optimize
multiple variables, one can think of optimizing the slope of
the saturation function as well. The slope directly affects the
amount of integral gain applied. Although the slope of the
nonlinearity is not a pure performance-based variable (it is
not stability invariant), the graphical frequency domain circle-
criterion condition in (6) readily gives a bound for this
slope that still guarantees stability. In such a two-parameter
constrained optimization, the gradient-based approach from
Section III-B can directly be applied. Note that in case
more parameters are optimized, a brute-force experimental
evaluation of the parameter space becomes cumbersome, and
the relative computational and experimental efficiency of an
iterative scheme becomes even more apparent.

As a last note, it is worthwhile to stress the intuitive design
of the proposed nonlinear VGIC controller. The two linear
controller limits, with and without integral controller, see
Fig. 11, can be designed using well-known frequency-domain
loop-shaping arguments, and form the basis for the nonlinear
controller designs. Note that there are no restrictions to the
order of the linear plant or nominal controller considered and
that only output measurements are used. Moreover, GAS of
the equilibrium point can be guaranteed by checking easy-
to-use graphical conditions using solely frequency-response
data. These graphical conditions directly provide insight in the
robustness of stability to uncertainties in the plant dynamics.
The performance-based tuning of the saturation length δ can
be automated using the method discussed in Section III.

VI. CONCLUSION

In this paper, a nonlinear VGIC strategy for transient
performance improvement of linear motion systems has been
proposed. In particular, we focused on the tradeoff between
overshoot and steady-state errors due to constant disturbances,
and proposed a VGIC to balance this tradeoff in a more
desirable manner. By limiting the amount of integral control
action if the error is large, and only using full integral action
if the error is small, the VGIC combines the desired effect of

reduced overshoot with the rejection of constant disturbances.
Sufficient conditions for the GAS of the setpoint of the
resulting closed-loop system have been formulated in terms
of easy-to-check graphical conditions suited for measured
frequency response data of the plant.

A gradient-based quasi-Newton optimization method has
been employed for the automated machine-in-the-loop tunings
of the VGIC. The proposed VGIC strategy and its auto-
mated performance optimization have been implemented on
a wafer scanner in order to improve the so-called chuck-swap
manoeuvre. Significant improvements of the transient response
have been obtained experimentally in this industrial case-study,
compared with the linear controllers either with and without
integrator.
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[38] L. Zaccarian, D. Nešić, and A. Teel, “Analytical and numerical
Lyapunov functions for SISO linear control systems with first-order
reset elements,” Int. J. Robust Nonlinear Control, vol. 21, no. 10,
pp. 1134–1158, 2011.

[39] J. Zheng, G. Guo, and Y. Wang, “Nonlinear PID control of linear plants
for improved disturbance rejection,” in Proc. 16th IFAC World Congr.,
Prague, Czech Republic, 2005.

Bram Hunnekens was born in 1987. He received
the M.Sc. (cum laude) degree in dynamics and
control from the Eindhoven University of Technol-
ogy, Eindhoven, The Netherlands, in 2011, where
he is currently pursuing the Ph.D. degree with the
Department of Mechanical Engineering.

His current research interests include nonlinear
control of linear motion systems and performance-
optimal nonlinear controller synthesis.

Nathan van de Wouw was born in 1970. He
received the M.Sc. (Hons.) and Ph.D. degrees in
mechanical engineering from the Eindhoven Univer-
sity of Technology, Eindhoven, The Netherlands, in
1994 and 1999, respectively.

He was an Assistant/Associate Professor with the
Department of Mechanical Engineering, Eindhoven
University of Technology, from 1999 to 2014. He
was with Philips Applied Technologies, Eindhoven,
in 2000, and the Netherlands Organization for
Applied Scientific Research, Delft, The Netherlands,

in 2001. He was a Visiting Professor with the University of California at
Santa Barbara, Santa Barbara, CA, USA, in 2006 and 2007, the University of
Melbourne, Parkville, VIC, Australia, in 2009 and 2010, and the University of
Minnesota, Minneapolis, MN, USA, in 2012 and 2013, where he is currently
an Adjunct Full Professor. He has authored a large number of journal and
conference papers, and the books Uniform Output Regulation of Nonlinear
Systems: A convergent Dynamics Approach with A. V. Pavlov and H. Nijmeijer
(Basel, Switzerland: Birkhauser, 2005) and Stability and Convergence of
Mechanical Systems with Unilateral Constraints with R.I. Leine (Berlin,
Germany: Springer-Verlag, 2008). His current research interests include the
analysis and control of nonlinear/nonsmooth systems and networked control
systems.

Dr. Wouw is currently an Associate Editor of the journals Automatica and
the IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY.

Marcel Heertjes received the M.Sc. and Ph.D.
degrees in mechanical engineering from the
Eindhoven University of Technology, Eindhoven,
The Netherlands, in 1995 and 1999, respectively.

He was with the Philips Centre for Industrial
Technology, Eindhoven, in 2000, ASML, Mecha-
tronics Development, Veldhoven, The Netherlands,
in 2007, and the Control System Technology and
the Dynamics and Control Group, Department of
Mechanical Engineering, Eindhoven University of
Technology. His current research interests include

the control of the industrial motion systems with special attention for nonlinear
control, feedforward and learning control, and machine-in-the-loop controller
optimization, and self-tuning.

Henk Nijmeijer (F’99) was born in 1955. He
received the M.Sc. and Ph.D. degrees in mathemat-
ics from the University of Groningen, Groningen,
The Netherlands, in 1979 and 1983, respectively.

He was with the Department of Applied Mathe-
matics, University of Twente, Enschede, The Nether-
lands, from 1983 to 2000. Since 1997, he has been
with the Department of Mechanical Engineering,
Eindhoven University of Technology, Eindhoven,
The Netherlands. Since 2000, he has been a Full
Professor and the Chair of the Dynamics and Control

section. He has authored a large number of journal and conference papers,
and several books, including the Classical Nonlinear Dynamical Control
Systems (New York, NY, USA: Springer, 1990, co-author A. J. van der Schaft),
with A. Rodriguez Synchronization of Mechanical Systems (Singapore: World
Scientific, 2003), with R. I. Leine, Dynamics and Bifurcations of Non-Smooth
Mechanical Systems (Berlin, Germany: Springer-Verlag, 2004), and Uniform
Output Regulation of Nonlinear Systems (Basel, Switzerland: Birkhauser
2005) with A. Pavlov and N. van de Wouw. He was an Editor-in-Chief of the
Journal of Applied Mathematics, a Corresponding Editor of the SIAM Journal
on Control and Optimization, and a Board Member of the International
Journal of Control, Automatica, Journal of Dynamical Control Systems,
International Journal of Bifurcation and Chaos, International Journal of
Robust and Nonlinear Control, Journal of Nonlinear Dynamics, and the
Journal of Applied Mathematics and Computer Science.

Prof. Nijmeijer was a recipient of the IEE Heaviside premium in 1990. In the
2008 research evaluation of the Dutch Mechanical Engineering Departments,
the Dynamics and Control group was evaluated as excellent regarding all
aspects, such as quality, productivity, relevance, and viability. He is an
Honorary Knight of the Golden Feedback Loop, Norwegian University of
Science and Technology, Trondheim, Norway. He is a Board Member of
the Dutch Institute on Systems and Control and a Council Member of the
International Federation of Accountants. He has been an Organizer and IPC
Chair of numerous international conferences and workshops.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


