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1 | INTRODUCTION

In the past few decades, the exhaustion of oil, mineral, and gas has been a topic of great concern to the scientific and
engineering community. In this regard, one of the recent goals of the industry is enabling the extraction of resources
located in difficult-to-reach reservoirs. One of the new technologies that has been developed in order to access such
resources is directional drilling, which makes it possible to drill boreholes with complex trajectories using a downhole
robotic actuator called a rotary steerable system (RSS)."* The purpose of this research is to propose a novel control strategy
supporting the accurate and robust generation of three-dimensional (3D) boreholes using such an RSS actuation system.

Despite the fact that directional drilling has enabled the possibility of accessing hard-to-reach reservoirs, several chal-
lenges remain in practice. The directional drilling process is nowadays still governed by experienced human drillers,
which are in charge of manipulating the RSS actuator to control the orientation of the bit and, therefore, the borehole
evolution. Experimental evidence has shown that state-of-practice directional drilling techniques can induce borehole
oscillations.>* These oscillations in the borehole geometry are undesirable as they (i) compromise borehole stability,
(ii) reduce drilling efficiency, (iii) make it more difficult to insert the borehole casing in preparation for production, and
(iv) reduce the rate of penetration (ie, the speed of the drilling process). In this work, we aim to develop a model-based

This work was performed while the first author was affiliated with the Delft Center for Systems and Control, Faculty of Mechanical, Maritime and
Materials Engineering, Delft University of Technology, The Netherlands.
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controller synthesis approach, which enables the drilling of complex 3D borehole geometries while preventing borehole
spiraling, using only measurements available in practice.

Several works exist on the topic of the control of directional drilling processes. Some works on input-output correlation
models have been proposed in the work of Matheus et al’; herein, no clear explanation on the evolution of the system
dynamics regarding the influence of forces in the model or the controller itself is given. In the works of Panchal et al,®®
controllers are developed based on empirical models of the borehole propagation process, in which a direct link between
the force applied by the RSS and the curvature of the borehole is assumed. This approach ignores the (physically relevant)
transient behavior of the borehole propagation, which is essential in preventing borehole spiraling. In the work of Bayliss
and Matheus,’ a state-space model for borehole propagation is derived, and on the basis of this model, a controller is
designed. However, the essential delay nature of the borehole propagation dynamics'®?? is not captured in this model.
In the work of Downton and Ignova,'* a proportional controller to test the closed-loop stability of the directional drilling
model developed in the work of Downton!! was designed, and in the work of Sun et al,’* using the same model, an £,
adaptive controller was designed. In the works of Kremers et al'® and van de Wouw et al,'® a robust output-feedback
approach for inclination control was proposed based on the model in the work of Perneder.*

All of the aforementioned works rely on the full availability of the measurements of the orientation of the borehole at
the bit (ie, full state information), which, in practice, is not possible. Some exceptions are the works of Kremers et al'> and
van de Wouw et al,'® in which a robust output-feedback control strategy was proposed. Furthermore, a majority of the
considered control approaches focus on two-dimensional directional drilling models. However, in practice, complex 3D
borehole geometries need to be generated. An exception is the recent preliminary work of van de Wouw et al,'” in which
a state-feedback control strategy for 3D directional drilling processes was proposed on the basis of the 3D model in the
work of Perneder.'?

Now, the main challenge taken on in this paper is the development of a control strategy for 3D directional drilling pro-
cesses that (i) prevents the occurrence of borehole oscillations, (ii) only employs practically available sensor measurements
of the orientation of the bottom hole assembly (BHA), and (iii) ensures robustness against key uncertainties, such as those
in the weight on bit and bit walk. In this scope, we care to stress that the dynamics of 3D directional drilling processes
are significantly more complex than their two-dimensional counterpart due to, first, the presence of nonlinearities and,
second, the multivariable nature of the process.

The main contribution of this work is the development of a controller design strategy for 3D drilling systems, which
relies only on local measurements of the orientation of the BHA. The proposed control strategy is based on the borehole
propagation model in the work of Perneder,'* which has been shown able to capture the key dynamics of the process.*

We extend the state-feedback control strategy proposed in the work of van de Wouw et al,'” by designing an observer that
estimates the orientation variables, instead of considering these states to be directly measurable. In practice, directional
drilling systems only have access to the measurements of the orientation of the BHA, which is different from the orien-
tation of the borehole. This is why we perform the estimation of the borehole orientation only using measurements that
are available in a realistic drilling scenario. Moreover, in the work of van de Wouw et al,’” an input transformation is used
to decouple the two key borehole orientation dynamics, ie, the inclination and azimuth dynamics, into two identical sys-
tems, which simplifies controller design. Due to the differences between the estimated and actual orientation variables,
such a decoupling approach is not possible. In this paper, the stability of the resulting coupled (error) dynamics is ana-
lyzed using cascaded system properties and an optimization-based spectral controller and observer tuning approach. An
additional contribution is the fact that the robustness of the proposed output-feedback control strategy for the uncertainty
in key system parameters is analyzed and an “a priori” robustly stabilizing controller design strategy is proposed.

The outline of this paper is as follows. In Section 2, the model of a 3D directional drilling system, which is used for con-
troller synthesis, is described. In Section 3, the generation of 3D complex borehole trajectories is formulated as a reference
tracking problem. Sections 4 and 5 focus on the controller design for the nominal and robust scenarios, respectively, and
a systematic tuning method is proposed for both cases. The performance of the controllers is evaluated via a simulation
study of realistic benchmark scenarios in Section 6. The conclusion of this work is given in Section 7.

2 | MODEL OF A3D DIRECTIONAL DRILLING SYSTEM

The model used as a basis for controller synthesis is described in the works of Perneder'? and Perneder and Detournay.'®%
Figure 1 shows the geometric description of the 3D directional drilling system.
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FIGURE 1 Geometric description of a directional drilling system (left) as well as the borehole axis and the bottom hole assembly (BHA)

axis (right). Deflected BHA [Colour figure can be viewed at wileyonlinelibrary.com]

The predominant element that affects the borehole evolution is the so-called BHA, which is the lowest part of the drill
string and is usually equipped with three to five stabilizers in order to center it in the borehole, preventing buckling and
minimizing lateral vibrations. The model considers the effects of the upper part of the drill string as a mere boundary
condition in terms of the axial force transmitted from the drill string to the BHA. The elements of the geometric description
of the model are listed below.

1.

w

The earth-fixed coordinate basis is given by (éy, é,,€,). It is located at the drilling rig and vector €, points in the
direction of gravity and is perpendicular to é, and ¢é, for a right-handed system.

. The borehole is described as a function of the curvilinear coordinate &, with 0 < & < L where 0 is the value of the

coordinate at the surface and L is the total length of the borehole.
The borehole axis B is defined as the trajectory of a reference point at the bit.

4. The basis associated with the borehole axis B (71, fz, 73) is defined such that 71 is the tangent unit vector to /3 and

9.
10.
11.

I - ¢, = 0 (parallel) and Lixih=1 (perpendicular) and defining the system as right-handed.
The borehole inclination © is the angle between vector &, and I; as a function of the curvilinear coordinate S.

. The borehole azimuth ® is the angle between ¢, and the projection of T to the plane spanned by é, and é,.

The BHA axis D is considered to be slightly deviated from the borehole axis 3 (due to the deflection of the BHA
with respect to the borehole axis).

The basis associated to the BHA (71,72,73) is defined such that 71 is the tangent unit vector to D and ?3 -6, =0
(parallel) and X =1 (perpendicular) and defining the system as right-handed.

It is important to note that, in general, the borehole and BHA axes are not coaxial; thus, in general, 71 * 71.

The BHA inclination @ is the angle between ¢, and i, as a function of the curvilinear coordinate s.

The BHA azimuth ¢ is the angle between €, and the projection of i) to the plane spanned by é, and €.

The mathematical model description is comprised of three main elements: (i) the BHA model, which describes the
deflection of the BHA (see Figure 1) and considers the fact that the BHA is constrained by the stabilizers to fit in a borehole
that has already been drilled in the past (thereby leading to spatial delays in the model), (ii) the kinematic relationships
that relate the motion of the bit to the shape of the generated borehole, and (iii) the bit/rock interface law that represents

the interaction between the penetration variables at the bit and the forces and moments acting on the bit (F and M in
Figure 1), depending on the properties of the bit and the rock that is being drilled. Figure 2 shows the three elements of
the model and how these interact.
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FIGURE 2 Interaction between the elements of the model. BHA, bottom hole assembly

2.1 | Borehole evolution equations

The borehole evolution is governed by a set of nonlinear delay differential equations that describe the inclination ® and
azimuth @ of the borehole at the bit in terms of the independent variable, being the (dimensionless) length of the borehole
E= Lé, where L is the total length of the borehole and ¢, is the length between the bit and the first stabilizer (see Figure 1).
The model equations are obtained in the work of Perneder'* and given as follows:
n-1
nI1((0 — ©) cos w + sin O sin w(¢p — ®)) = Fj (6 — (O);) + F Y sin (O); + F,I'e + Zri ((®); = (®)i11) . (1a)

i=1
— 110" = M, (9 - (@)1) + M, Ysin(®); + M, Te + EM,- ((@)i - (G))m) , (1b)

i=1
n-1

Il (—(0 — ©) sin w + cos w sin O(¢p — @) = F (¢ — (D), ) sin (O); + F,T'p + Zr} ((®); — (P)is1) Sin (O, (1c)

i=1
n-1
— (11§ sin 0 = My (¢ — (®);) sin (@)1 + MTo + 3 M ((@); — (®)is1) sin (). (1d)
i=1
In (1), the derivatives of the inclination # and the azimuth ¢ of the BHA at the bit with respect to the dimensionless length
(ie, Z—g and Z—?) are given by ¢’ and ¢/, respectively. The terms (®); and (®); (with i indicating the ith section of the BHA
in between stabilizers starting from i = 0 at the bit; see Figure 1) are the average inclination and azimuth of the borehole

between stabilizers, respectively, and are defined as

5[—1 5[—1

Y / O(c)ds, (D) 1= L / ®(c)do. )
i X
é,‘ ‘51'

Herein, »; = ? (with £; being the distance between stabilizers i — 1 and i starting from the bit) denotes the dimensionless
1

length of BHA section i and ¢; is the dimensionless position of stabilizer i given by &(&) = & — Zi.:l xj,fori = 1,2, ... ,n,
with n being the total number of stabilizers. The terms in (2) introduce distributed delays into the model in (1).

In (1), the parameters denoted by the calligraphic letters M and F (with appropriate subindices) are coefficients related
to the configuration of the BHA (see the works of Perneder,'> Monsieurs, and Villarreal Magafia??). Two parameters
of the system are considered as known, ie, the angular steering resistance # and the lateral steering resistance y. These
parameters represent the resistance to impose lateral and angular penetrations to the bit relative to the axial penetration,
respectively.

On the other hand, there are two key parameters in the system that are subject to uncertainty. The first one is denoted

by Il = Y and it defines the dimensionless active weight on bit, with W, being the active weight on bit (axial force

F*
on the bit used for cutting) and F* = %}’I, where E,I denotes the bending stiffness of the BHA. The parameter I can be

considered as constant (yet uncertain). The source of the uncertainty of IT is related to different factors: changes in the
applied hook load at the rig surface and in the drag forces due to the interaction of the borehole with the drill string,
decrease in bit sharpness due to wear, and variation in rock properties. The second key parameter is the so-called bit walk
angle w, and it quantifies the natural tendency of the bit to drift in a lateral direction while drilling. This parameter is
present in the process due to its 3D nature, and it is considered uncertain, since it is affected by the orientation of the
bit (which is generally not known) and by the so-called borehole over-gauging (see the work of Chen et al?). It has been
shown in the works of Marck et al,* van de Wouw et al,’” and Perneder and Detournay'® that these two parameters are key
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FIGURE 3 Interaction of the ®-dynamics and ®-dynamics for non-neutral (left) and neutral (right) bit walk models

to the stability of the borehole evolution and that they are closely related to the borehole spiraling phenomenon, which
we aim to avoid by control in this paper.

The external forces acting on the system are the RSS actuator forces and the distributed weight of the BHA (see Figure 1).
I; = F;j'i, fori = ©,d, are the scaled RSS forces constituting the control inputs to the system. The RSS force vector
ESS is comprised of its perpendicular components Frie and Frs e along the 72 and 73 axes, respectively (see Figure 1).
In Equation (1), specifically in the term F,,Y sin (®);, the scaled distributed weight of the BHA is denoted by Y, and its
influence is considered as a slowly varying disturbance to the system.

Equation (1) shows that the model is composed of four nonlinear (differential) equations with distributed delays. The
ultimate goal of the model is to describe the evolution of the borehole orientation (® and ®) and not that of the BHA
(0 and ¢); this means that it would be more convenient to express the BHA orientation variables in terms of the borehole
variables, to arrive at a model of the form

0'(&) = fo (0), ®(&).To,Te,Te’.To')
D' (&) = fo (08, ©(&).Te.I9.Te'.To') ,

by eliminating the variables 6 and ¢ from (1). In (3), the following notational convention (see the work of Michiels and
Niculescu?*) is used:

3

O:(0) =0 +0), Do) ;=D& +0), Vo € [xy, 0],

with xot = Y, %. This can be achieved by solving Equations (1a) and (1c) for 6 and ¢, respectively. The complete
expressions of Equation (3) are rather complex; for the sake of brevity, we refer to the works of Monsieurs? and Villarreal
Magaiia® for more details. We care to stress though that the delay differential equations in (3) (for the inclination ® and
the azimuth ®) are mutually coupled (in a nonlinear fashion); this fact is schematically depicted in the scheme on the
left of Figure 3. % Furthermore, both delay differential equations are also affected by both the RSS actuator forces I'g and
I'e, and their derivatives. The complexity of the model in (3) (see the work of van de Wouw et al'”) obstructs controller
design, which motivates the use of the model in the absence of the bit walk effect (ie, w = 0° in (1) or (3)) as a basis for
controller design. The dynamics of the so-called neutral bit walk model'” (not to be confused with the neutral-type delay
differential equations) are far less complex than the full model described by Equation (1). Due to the absence of the bit
walk effect, there is only unilateral coupling from the inclination dynamics to the azimuth dynamics (see Figure 3). In
the following section, we introduce the neutral bit walk model as a basis for controller design. In Section 6, we perform a
simulation case study validating the proposed control strategy considering the full model equations described by (1).

2.2 | Modeling for control

In order to facilitate controller design, a state-space representation of the dynamical model of the borehole evolution is
introduced. Without loss of generality, it can be assumed that a two-stabilizer system captures the key dynamics of the
process (see the work of Marck et al*). Then, for this two-stabilizer case, the states of the system can be defined as

® ()]
Xo=| (®)1 |, Xo=| (Ph | 4)
(©), (@)

This state definition also aids in simplifying the model description since the terms in (1) involving distributed delays are
embedded in the states in (4), which yields a system description with only point-wise delays. By including the average
inclination variables, as defined in Equation (2) in the states, the distributed delay terms present in the model in Section 2.1
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can be avoided, and the model only contains terms related to point-wise delays in these new states. As a consequence
of this model reformulation, four additional poles at zero are introduced. These additional poles can be disregarded in
the stability analysis and stabilizing controller design'® for the system as these are inconsequential for the original model
described by (1). Now, the equations for the neutral bit walk model, ie, considering the model in (1) for the two-stabilizer
case and with w = 0°, can be rewritten in terms of the states defined in (4) as follows:

Xg _ [Ao 0 ] [xe(f)] N [A1 0 ] [x@(éjl)] N [Az 0 ] [x®(§2)]
X 0 Ao | X&) 0 Ay [Xo(&) 0 A | [xa(&)

Bie 0 ][Te Bie 0 ][l BW
+[0 Boq>][rd>]+[0 BwHF&)]Jr[O]’ ®

where the matrices and vectors Ay, A1, Az, B, Boi, By, fori = 0, ®, are given by

__Mb+f(rb_rl) Mb—Ml+w M1+w
1
AO = /’t/_H /’L’H 0 O ’ (6a)
0 0
[« F, o
_<F1+__Fb) 0 0 _ g o
1 n Xy . P
A1=— _/YH 0 O s A2=— 0 0 O , (6b)
211 P
zal 00 _x1 0 0
| x, py
BO@ILE_W 0 O]T Bl@:i[—lf‘r 0 O]T (60)
xITL 7l > ) ZTl i
L [ z 7,0 cos® MbF,+My(;7n_rb) ]T
Boo = 0L 7 sne? JTsin© ,0,0], 6d)
B—lfo,OOT B—1100l"
T ML e | =[100]. (6e)

where the term related to the weight of the BHA (considered as slowly varying for an increasing length of the borehole
disturbance) is included in Equation (5) through the term W := —ME_FI’)MWY sin(®); — £F,,(® — ©,)Y cos (®);
and ©; : = O(¢;) and ®; : = D(¢;), with &; being the location of the ith stabiﬁzer of the BHA definend earlier. This model in
terms of nonlinear delay differential equations will be used as a basis for controller design; nevertheless, in the simulation
studies in Section 6, the non-neutral bit walk model (see (1) or (3)) will be used. Although the structure of the matrices
in (5) may suggest decoupling of the inclination and azimuth dynamics, we care to stress that, in fact, nonlinear coupling

from the inclination to the azimuth dynamics is still present through the ®-dependent terms in the matrices Bygp and B; .

Output equations

Measurements of the orientation of the borehole at the bit are not directly available in practice. Instead, inclination and
azimuth are measured at specific locations on the BHA. A common location for these orientation sensors is one placed
between the RSS and the bit and a second one between the first and second stabilizers. Using this knowledge, explicit
expressions for the orientation of the BHA y, and y, (at the sensor locations) can be directly obtained from the BHA
model, and the output equations of the system read as follows:

y9 = CoXe + Del'e + EY sin (@)1, (73.)

I'p
sin®’
where the matrices C;, D;, and E, for i = ©, ®, depend on the location of the sensors and the configuration of the BHA.
If it is assumed that both the inclination and azimuth sensors are at the same location, then Cg = C¢ and Dg = Dg.
These matrix coefficients are again rather complex, and explicit expressions are omitted here for the sake of brevity and
can be found explicitly in the work of Monsieurs.?!

V¢ = CoXo + Do (7b)
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It is worth noting that there exists a singularity at the inclination of ® = 0° in Equations (5) and (7), specifically in the
terms By and B;e and in the equation that defines yg. This singularity is related to the chosen orientation coordinates
for the model (using inclination and azimuth) and not to a physical effect. We have opted for this coordinate description
as it is widely used in the (directional) drilling industry.

3 | CONTROL PROBLEM FORMULATION

The main purpose of a directional drilling system is to drill a borehole with a predefined trajectory resulting in the desired
borehole path. This trajectory is usually composed of different segments of constant curvature in both planes correspond-
ing to the inclination and azimuth. In practice, it is often assumed that applying a constant force to the RSS actuators will
lead to a constant curvature. This type of actuation can be considered as open-loop actuation, and the effects of its usage
will be studied in this section. It has been shown before (see the works of Kremers et al** and van de Wouw et al'’) that,
due to the complex dynamics of the process, using open-loop actuation can potentially lead to oscillatory behavior (e,
borehole spiraling) of the borehole evolution. Hence, we formulate the generation of a complex 3D borehole geometry as
a closed-loop reference tracking problem.

3.1 | Benchmark study

In order to perform simulation studies, we present a parameter set that defines a benchmark system representing a direc-
tional drilling system. Using the two-stabilizer system, the parameters are chosen based on the works of Perneder,'?
Monsieurs,?! and Kremers.?

The BHA is considered to be made of steel pipes. The key properties of the system are Young's modulus (E,), density
(p), inner (I,) and outer (O,) radii of the BHA pipes, their cross-sectional surface area (A = z(0? — I?)) and the second
moment of inertia (I = %(O‘r‘ — I}), the distance of the bit to the first stabilizer (1), the distance of the second stabilizer
with respect to the first (£,), and the distance of the RSS actuator from the bit, expressed as a fraction of #; (A#1) (see
Figure 1). The parameter settings are shown in Tables C1 and C2. Using this set of parameters, the distributed weight of
the BHA can be computed as w = 9.81zp(0? — I?) = 1.08 x 10> N/m. The chosen values for # and y correspond to a bit
with a rather long passive gauge. The active weight on bit IT and the bit walk angle w are not given, since these parameters
are considered uncertain (the effect of these parameters is analyzed in further sections); although, for I1, a “nominal”
value of [T = 229N j5 ysed for controller design. Table C3 shows the values for the dimensionless parameters used for
simulation. This set of parameters was chosen based on the work of Marck et al* and considered to reflect a real scenario
of directional drilling.

3.2 | Open-loop dynamics

In this section, the behavior of the system described in Equation (5) when implementing a constant RSS actuator force (in
this case,I'g = I'ps = 0.0074) is evaluated. The initial conditions for these simulations are settobe ® = 20° and ® = 0°.

Figure 4 (two left panels) shows the behavior of the system for several values of active weight on bit I1, considering
w = 0°.Itcanbe noted that as the value of IT decreases, the system exhibits an instability leading to oscillations (borehole
spiraling). This Figure shows that for a higher weight on bit, these oscillations disappear. In such cases, a drift in the
inclination and azimuth is apparent. Finally, Figure 4 also shows the stepwise sudden change in inclination and azimuth
due to a constant applied RSS actuator force (which can be seen at £ = 0 in Figure 4). This produces a kink in the
borehole, which is undesirable in practice.

The two right panels in Figure 4 show the effect of a nonzero bit walk angle on the system response (note that, here,
IT = 0.0087, such that for zero bit walk, no oscillations occur; see left panels in Figure 4). Clearly, a higher (absolute value
of the) bit walk angle leads to oscillations, even for a level of the weight on bit for which no oscillations occur for a zero
bit walk angle. This undesired bit walk-induced instability is related to nonlinear coupling terms in the system dynamics
in which the bit walk effect plays a role. When the bit walk angle is not severe, after some oscillations, the inclination and
azimuth start to grow linearly (ie, a constant curvature is generated) for this weight on bit of I = 0.0087. As mentioned
before, as the absolute value of w increases, the response becomes more oscillatory, and in the severe case of w = +40°,
the system is close to instability. It can be seen that there is a symmetric behavior in terms of w, since all the terms in
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FIGURE 4 Open-loop response of ® and ® for different values of weight on bit IT and w = 0° (left) and bit walk angle w and
IT = 0.0087 (right) [Colour figure can be viewed at wileyonlinelibrary.com]

which the bit walk angle w is present are sine or cosine functions. This could be insightful for the robust controller design
to reduce the range of parameters for which a robust controller strategy could be designed.

This oscillatory behavior was observed in the works of Marck et al,* Perneder and Detournay,'® Detournay et al,”® and
Marck and Detournay,”” and one of the main goals of this work is avoiding the borehole spiraling effect displayed in
Figure 4 by means of control. These results highlight the fact that open-loop actuation cannot guarantee the desired
behavior of the directional drilling system and motivates the design of a feedback control system. Moreover, recalling the
fact that the weight on bit and the bit walk angle are typically uncertain in practice and given the sensitivity of the system
dynamics to these parameters (see Figure 4), we conclude that a robust control strategy is required.

3.3 | Control approach

The main goal of directional drilling is the generation of a borehole with some desired complex 3D geometry. In terms of
the model in (5) (or (3) in the non-neutral bit walk case), this objective can be formulated as a tracking problem. More
specifically, we aim to track the inclination and azimuth reference trajectory (©,(€), ®.(¢)), for é € [ — sxor, o0]. We assume
that ©,(£) and ®,(&) are continuously differentiable, which is reasonable at the scale at which the problem is treated as
it avoids curvature discontinuities. We aim to design a dynamic output-feedback controller such that the control inputs
Ii(¢),i = ©,®, render (0,(§), D(£)) the asymptotically stable solution of the closed-loop system.

In addition, certain additional control objectives stem from the fact that the spiraling behavior in the borehole, which is
often observed in practice, needs to be reduced/eliminated. Such borehole spiraling is caused by directional instability of
the system (see, eg, Figure 4), which is avoided if the tracking problem is solved. For this reason, we also focus on achiev-
ing improved transient behavior in order to reduce/eliminate transient borehole spiraling. Another control objective is
related to the rejection of slowly changing gravity-induced forces. Finally, the control strategy to be proposed in the next
sections, should exhibit favorable robustness properties against uncertainties in the weight on bit and the bit walk angle.
To summarize, the list of the control objectives is provided as follows.

Track an inclination and azimuth reference trajectory (®,(¢), ®,(£)).

Reduce/eliminate borehole spiraling behavior.

Rejection of slowly varying gravity-induced force disturbances W.

Robustness against parameter uncertainty in the weight on bit IT and the bit walk angle w.

e
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4 | CONTROLLER DESIGN

In this section, a controller design based on the neutral bit walk model is developed. Let us first discuss the importance
of the different “length” (¢) scales present in the directional drilling model. They characterize the phenomena occurring
at short length scales (related to fast geometrical changes, such as borehole kinking), medium length scales (related to
borehole oscillations), and long length scales (related to steady-state inclination). The controller design explicitly takes
these different length scales into account, as explained in detail in Remark 4 below.

The control strategy should rely only on the local measurements of the BHA inclination and azimuth. However, the
control goal is the stabilization of a desired trajectory in terms of the inclination and azimuth of the borehole, not that of the
BHA. Indeed, the inclination and azimuth of the BHA at the bit differ from those of the borehole due to the deflection of
the BHA caused by the RSS force and gravity. Note that the deflection of the BHA is, in fact, key to the directional tendency
of the borehole. Moreover, the inclination and azimuth of the BHA cannot even be measured at the bit but only at some
distance behind the bit. In order to cope with these sensor constraints, we aim to design an observer that estimates the
inclination and azimuth of the borehole at the bit based on the model and measurements of the inclination and azimuth
of the BHA at some distance behind the bit. Next, a combined feedforward and feedback control strategy is developed,
which employs the state estimates provided by the observer and asymptotically stabilizes the desired trajectory.

Before explaining each of the elements that comprise the proposed control strategy, we summarize a list of assumptions
and properties that will be useful for controller design and derivations in this section and in Section 5.

Assumption 1. Without loss of generality, the control strategy is described here for the two-stabilizer case, since it
captures the key dynamics of the process (see the work of Marck et al*).

Assumption 2. For the equilibrium points (both in the nominal and robust cases), we assume that the influence of
the gravitational term in the output equations (7) is W), = 0since it generally has a very small influence on the overall
system dynamics (see the work of Kremers et al'®).

Assumption 3. In the case of the equilibrium points of the closed-loop dynamics for robust controller design, the
equilibrium point is chosen to be the same as in the nominal case, despite the fact that the equilibrium solution yields
a é-dependent solution. This assumption is explained in further detail in Section 5.

Assumption 4. Neutral bit walk tendency (ww = 0°). That is, the model used as basis for controller design is the one
described by Equation (5).

4.1 | Controller structure

Figure 5 depicts the proposed control strategy for the system. The controller consists of (i) a combined feedforward
and state-feedback tracking controller, (ii) a state observer, (iii) an input filter, and (iv) a nonlinear input decoupling
transformation. These controller elements will be explained in detail subsequently.

Decoupling input transformation

The following input transformation is proposed in order to achieve decoupling of the system between the inclination and
azimuth dynamics:

Lot 0 [ for® € (0 8
S ][) wocwn 0

We denote the observer estimate of a state using the character (*). Herein, © denotes the estimate of the inclination © of
the borehole at the bit, which will be provided by an observer to be designed below (recall that ® cannot be measured in
practice).

In terms of the states defined in (4), the system dynamics after the decoupling input transformation can be written as

X | [Ao 0 ] [x@@] +[A1 0 ] [x@(§1>]+ [Az 0 ] [X@)(fz)]
X | 10 Ao [xe(8) 0 A | [xa(é) 0 Az | [xa(&)

Byo O r: Bie O r: BW
Lo mel ][0 mal [ ] 10 |
0 By FC[) 0 Bio Fjl) 0
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FIGURE 5 Structure of the proposed control strategy

with the vectors Bye and B¢ given by

Boo— L [ 2 F,0cosOsin®  (MF,+M,(I-F))sin® 5 7,8 cos & 0 O]T (10a)
0 xIIL 7 (sin ©)2 nllsin ® n (sin® > 7’
B —L[_zp in6 o o]T (10b)
10 — )(H n r Sil’l@’ > .
After the input transformation, the output equations in (7a) and (7b) are given by
yo = Cexe + Del'y + EW,, (11a)
sin ©
= CoXg + Dol ——, 11b
Yo =FoXe T PoleGne (11b)

where the gravity-related term in yg has been renamed EW,, with W, := Y sin (®), to simplify notation. We emphasize
again that we consider W and W, as slowly varying disturbances.

Remark 1. Decoupling: Note that if @ = © (a perfect estimate), then (8) indeed fully decouples the azimuth dynamics
from the inclination dynamics. Note that in such a case, Byp and B, are independent of ® and 0, and this simplifies
the design of the structure of the controller and the observer. However, in general, 6) # O (at least in transients of the
observer), and the mismatch between © and © affects the decoupling transformation.

Remark 2. Nonlinearities: The borehole propagation model exhibits nonlinearities on three levels: (i) nonlinear cou-
pling through RSS force terms (this nonlinearity is linearized when © = ®; see Remark 1), (ii) nonlinear gravity effects
(which are considered as a (slowly varying) constant disturbance), and (iii) nonlinearities due to the bit walk effect
(not present in the neutral bit walk case). Hence, the dynamics in (9) will be linear once the condition O = O is met.

Input filters

In support of the tracking controller design, discussed in the next section, input filters (see Figure 5) are included in
the design. The (transformed) RSS force inputs F;“, fori = ©,®, and their derivatives are combined via the following
transformations:

Bu@ = ngl"g + Blgrg, Buq) = Bocprjb + Bl.:pl—‘:;, (12)

with ug and ug as the new control inputs and where B=[1 0 0]7.
The input filter design in (12) would fully replace the terms related to I';, for i = ©,®, and their derivatives in the
dynamics given by (9) with Bue and Bug. However, the input filter as in (12) cannot be implemented, since vectors Byo
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and Bio depend on ®, which is not known to the controller, since it cannot be measured. To overcome this problem, the
design of this input filter will be performed for the ideal case when O = 0, ie,

F*/ _ _Mbrr + (pI1 — 7:‘b)-/\/lrl—‘* _ ﬂ
i yIIF, i F,

uj, fori =0, . (13)

Tracking controller
In (13), u; is comprised of the sum of the feedforward and feedback inputs, u,; and v;, respectively, given by

Up = Vi + Uy 14)

The tracking controller defined by the control input given in (14) is comprised of the feedforward input defined based on
the inverse dynamics of the system for a reference trajectory x,;, fori = @, ®, ie,

U = B" (x],(&) = Apxi(€) — A1Xi(&1) — Apxn(£2)) (15)

where the reference vector is defined as x,; = [ir (i);1 ()2 ], fori = ©, ®.

Remark 3. Feedforward: It is important to mention that the gravity-related term in the inclination dynamics (Win (5))
is omitted from the feedforward design since it can be considered as a slowly varying (though unknown) disturbance,
which can be dealt with by implementing an integral action in the control structure. Furthermore, this feedforward is
designed also for the case when © = ©. Due to this simplification of the feedforward design, a (transient) feedforward
error is introduced to the system, which will be taken into account explicitly in the resulting error dynamics and
stability analysis presented later. The state-feedback controller corresponds to the input v; acting on the difference
between the estimate of the state vector X; (which is obtained via the observer defined below) and the reference vector
Xi. A dynamic state-feedback controller is designed as follows:

2 =& [k 0 0] (i =) (16a)
2y = —¥Z2i + ¥ (21 + Ki(%i — X)) (16b)
Vi = 2o, (16¢)

for i = O, ®. This controller consists of a static state-feedback part (with proportional gain K; = [ky; kz k3i]), a
low-pass filter (with cutoff frequency determined by gain y), and an integral action (with cutoff frequency determined
by gain ¢.). The low-pass filter is used in order to prevent fast changes in the response of the system, since these pro-
duce what is called borehole kinking. The purpose of the integral action is to reject the influence of the gravity-related
terms in the inclination dynamics (as they are considered a slowly varying disturbance).

Observer design

Considering the fact that the states cannot be measured directly and the state estimate X;, for i = ©, ®, is used in the
tracking controller in (16), an observer is designed in order to support the implementation of the state-feedback controller
in (16). Since the weight of the BHA is taken into account as a slowly varying disturbance, an integral action is also
included in the observer design. The integral action of the observer is embedded through the integral filter, ie,

q; = Soll, L1y = ). fori=0,0, (17)

with the estimated output y; defined below. The observer consists of a model-based (predictor) part and an
output-injection part. The predictor part of the observer is designed by again considering the model under the condition
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that © = ©. In total, the dynamics of the observer with an integral action are given by

Y| [4 0 0 of[x@]| [4 0 o o] %)
4| | 0 0 0 0 q@(§)+0000 go(&1)
X 0 0 Ay 0| X(6) 0 0 A 0] Xo(6)
Qg 0 0 0 0][ge® 0 0 0 0]fqge)
Ay 0 0 0] X&) Le(ye — Jo) Bge B(ue + ve)
N 0 0 0 0]fqe &lhe, bel(ye — Vo) 0 N 0 (18)
0 0 A 0[] Xo(&2) Lo(yo — Vo) Bqe B(uro +vo) |
0 0 0 0]fqe) Colhas bol(yo — Vo) 0 0
where L; is defined as
hi Ly
Li=l0 o], fori=0,®, (19)
0 O
and with the observer output equations (taking into account the ideal input decoupling transformation) given by
Yo = CoXe + Dol (20a)
Yo = CoXo + Dol'y,. (20b)

Remark 4. The dynamics of the directional drilling model exhibit three essential length scales: (i) short range, & =
0(1071), related to fast geometrical changes (borehole kinking) induced by changes in the RSS force; (ii) medium
range, & = O(10° — 10'), related to borehole oscillations; and (iii) long range, ¢ = O(10®> — 10°), related to the
steady-state inclination behavior (see the work of Perneder and Detournay'®).

The structural design of the controller proposed above targets these different length scales in the following way.

« Shortrange: the low-pass filtering properties in the feedback controller (16) (determined by y) ensure that the excitation
of the short-range (boundary layer) dynamics is avoided, therewith avoiding severe borehole kinking.

« Medium range: the design of both the observer in (18) and the controller in (16) aims at the stabilization of the
medium-range dynamics (through design of the gains L; and K;), therewith guaranteeing the generation of a desired
borehole geometry and the absence of instabilities related to borehole oscillations.

« Long range: the inclusion of an integral action in the controller in both the observer in (18) and the controller in
(16) (determined by ¢, and ¢,) ensures the long-range tracking error to be zero in the presence of (eg, gravity-related)
disturbances.

4.2 | Analysis of the closed-loop tracking error dynamics

In this section, the equations for the closed-loop error dynamics are provided, which will be used to support the design
of the controller and observer gains.

The tracking and observer errors are defined ase; = x; — x,; and 6; = x;—X;, fori = 0O, @, respectively. Furthermore, the
error coordinates for the transformed RSS force inputs are introduced. In order to do so, an input filter as in Equation (13)
is designed based on the feedforward input, ie,

_MFr 4 Gl = Py, 1)
xUF;, Fr
where I'7; is a desired input of the RSS corresponding to the feedforward input. Then, an error coordinate for the
transformed input I'; can be defined as AT? =I'7 — I3,
Then, if the elements of the controller structure (decoupling input transformation, input filters, tracking controller,
state-feedback controller and observer) are introduced into the closed-loop error dynamics and considering the fact that

X; — X = e; — 6; and It =A7+17, fori = O, ®, the state vector can be defined as

Xo(&) ]

s
Fid -

(22)

Xe= [ch(é)
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with
Xi(&) = [e/ (&) ATF©) zu® zau® 6/ q(d] h
fori = O, ®. Then, the total error dynamics are given by
X'(&) = A X(&) + AraX(&) + AraX(E) + Pol (urq,, I .a,0,0, W) , 23)

where the subscript “cl” stands for “closed-loop” and matrices Ag, Aicl, and Ay are given by

A O A O A O
Aga = ., A= . Ay = , 24
Ocl [ 0 AO(D] 1cl [ 0 A1<I>] 2cl [ 0 Azcb] ( )
where the system matrices in (24) and the vector P are given by
T A 0 0 B, 0 0 7
0 ~bo 0 by 0 0
Age = ¢ [kie.0,0] 0 0 0 —¢[kie,0,0] 0
0! - )
o rKe Oy -y, rKe 0
0 0 0 0, Ay —LeCo -B
| 0 0 0 0 '¢[he.be|Co O |
sin® ;
Ao Ba 0 <Sm®) i 0 0
0 —by 0o -b 0 0
C[kup,O,O] 0 0 0 :_C[kld)’O,O] 0
Ao = rKo 0 Y -y ! —vKo 0 1,
,,,,,,,,,,,,,,,,,,,,,,,,,,,,, R S
sin @ sin® |
0 Ba — LoD (m®—1> 03(8111@—1)‘ Ao —LoCo —B
0 C[lldhlZd)]DfD(::g_l) 0 0 ¢ [ho o | Co 0
(A, 000,0 0] [A,000,0 0]
000000 000000
| oo00000 000000
Au = 000000 A = 000000F
0 000A 0 0000A4,0
[ 0000'0 0] [ 00000 0]
_ - Bl
0
0
7777777777777777 0 —_— e — — =
BW — LoEW,

PC] (ur(D’ F:Dd’ a, ®’ (:)? W) =

sin ® v v in© "
B( : —1>urd,+Bo:(@,@,@’,@’)r;;d—LD(““a —1>r®d

sin®

¢ ho bo | D¢<Si"2 - 1>Ffbd

sin
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and where
MpFr + (Il — Fp)M, nll
by = , bi=—,
}(HPr 7:‘r
x ~ F, ©® cos®sin® v
0,0,0,0) = ! -0 ®). 25
o ) nIlsin © < sin ® cos > (25)

Note that a(0, (:), e, o ) depends on the states ® and (:), and their derivatives. To simplify notation, we write « instead of
a(®,0,0’,0") from now on.

We observe that the vector P contains the gravity-related terms, which were not included in the feedforward design.
These terms in P can be rejected by a dedicated integral action. Moreover, the other perturbation terms in P, vanish if
© = O (ie, if the inclination observer error is zero).

In the sequel, stability analysis and the synthesis of the controller and observer gains are performed using linearized
system dynamics around an equilibrium point corresponding to zero tracking and observer error (ie,e; = 6; = 0, for
i = 0, ®). For the equilibrium point analysis, it is assumed that W), = 0, since it has been noted that its influence is
generally very small (including that this term may lead to an equilibrium solution where 69 # 0, which is not desired;
see Assumption 2). Also, ® and O are expressed in terms of eg, de, and X, (see the work of Villarreal Magafia**). The
equilibrium point is of the form

¢ T
X, 1 =|eh, ALy, Zioe Z20e S, Qoc €y, Ay, Z2we Z20e 8, Qo
= [0 AT}, Zie, Z2oe 07 goe 07 000 07 0], (26)

where the subscript “e” stands for “equilibrium.” The nonzero terms are caused by the influence of the gravity term W
and for which the perturbed states Az;g, AZ20, Agg, and Al'g are introduced.
By introducing the perturbation state vector X(£) given by

X(©) = [el(©) ATL(E) Azio(©) Azo(©) 656 Age(©) eh(©) AT(E) zi10(d) 2208 65(&) go(® ],
such that X(¢) = X, + X(&), the linearized system dynamics are given by
X'(&) = AgaX (&) + AraX (&) + AzaX (&), (27)

where the linearized matrices Ao, A1, and A, are given by

- A O _ A O - Ay O
AOCI = [ = = :|a AlCl = [ = = :|, AZCI = [ = = ] ’ (28)
Aoe Aoo Al Ale Az Azo
with
T A 00 B, 0 0
0 —by 0 —bll 0 0
e ¢ [k.0,0] 0 0 0 =¢[ky,0,0] 0
oi ,
S 2 R U e A2 I U
0 0 0 0, Ay—LC; -B
| 0 00 0 '¢[hulbi]Ci 0O |

(000 0,poer(&) poea(® ]
0000" O 0

i 0000, O 0

Aoe = 0000 0 0 [
000 0,pos51(&) pos2($)
(0000 pyg(®) 0
A;000,0 0] (000 0p;e(&) 0]
000000 0000 0 0
~ |oo0o0000 ~ |ooo0o0, 0 o
A 000000f Aje = 0000 0 0F (29)
0 000,4;0 0000p;5(6) 0
| 0000'0 0] [0000' 0 0]
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fori = ©,®andj = 1,2. The p(£)-coefficients in these linearized dynamics are related to the é-dependent reference
trajectory. The exact values of these coefficients can be found in Appendix A.

Note that after the linearization, the nonlinear perturbation vector P, as in the nonlinear dynamics in (23), only
yields terms that affect the Ag., A;., and A,. matrices above and does not introduce a perturbation term in the linearized
dynamics in (27).

4.3 | Controller synthesis

In this section, the controller and observer gains will be synthesized. In Section 5, we study the robustness against uncer-
tainty in the active weight on bit IT and propose a robust control strategy for a nominal parameter setting. It is worth
noting that despite the fact that the nominal controller design is a specific case of the robust controller design (when II
is considered constant), we first present the analysis of the nominal controller design separately for several reasons. In
particular, the study of the nominal case provides insight about the usefulness of the cascaded systems argument for the
stability analysis of the error dynamics. In particular, we notice that in the nominal case, the structure of the closed-loop
system matrices of Equation (27) allows us to exploit this cascaded systems argument and make use of the separation
principle between controller and observer designs. It will be noted that the separation principle that holds in the nominal
case is no longer valid in the robust case (see Figure 6). However, inspired by the analysis for the nominal case, the same
type of cascaded systems argument can be used in the robust case, considering the coupling between error and observer
error dynamics for both the inclination and the azimuth.

We note that the stabilizing gain design of the controller and observer is challenged by the fact that the linearized
dynamics are é-dependent (ie, not “LTI”).

We start the analysis by noting that the main diagonals of A,, A1c, and A, in (27) have the same structure for both
the inclination and azimuth dynamics. The matrices Ao, A1, and A, couple the azimuth dynamics with the inclina-
tion dynamics, but this coupling is only present in terms of the inclination observer error and the integral action of the
inclination observer. This fact is used advantageously, since the inclination observer error dynamics do not depend on
the azimuth dynamics. Figure 6 depicts a cascaded structure showing how the tracking error dynamics and the observer
error dynamics are interconnected.

Analyzing the inclination dynamics (top part of Figure 6), it is noted that these are independent from the azimuth
dynamics and, furthermore, that the inclination observer error dynamics and inclination tracking error dynamics are in a
series interconnection involving constant (¢-independent) gain terms (see matrix Agg in (28)), which allows for the design
of the inclination controller and observer gains separately based on the separation principle.

Second, the inclination observer error §¢ perturbs both the azimuth observer and tracking error dynamics (see Figure 6).
de is guaranteed to converge to zero exponentially if the poles of the (é-independent) inclination error dynamics are
located in the open left-hand side of the complex plane (through the design of the Lg gain). The way §g is interconnected
with the azimuth dynamics (see matrices A, Ajc, and A, of (28)) is through £-dependent terms (namely, the “p(&)”
terms in (28)). Nevertheless, these coefficients are only related to the designed reference trajectory, which means that they
remain bounded according to the bounded reference trajectory. Considering the product of ¢ and the é-dependent input
matrices of the azimuth observer error dynamics, this product is bounded and converges to zero exponentially. A similar
remark holds for the way 6¢ and 6¢ perturb the azimuth tracking error dynamics.

Inclination Inclination
observer error error — — -
X S . Inclination Azimuth
dynamics o dynamics €
observer error observer error
dynamics dynamics
> >
8@ + e 84: + &
Azimuth R 3
observer error Inclination Azimuth
dynamics s Azimuth error error
£J . .
5, error — dynamics dynamics
dynamics €o
b

]

FIGURE6 Cascaded structure of the linearized nominal (left) error dynamics in (27) and the linearized robust (right) error dynamics in (47)
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Using this analysis of the cascaded decomposition of the error dynamics, the stability of the total (é-dependent) error
dynamics can be guaranteed by the stability of the (é-independent) subsystems corresponding to the azimuth observer,
and the tracking error dynamics (as in Figure 6) can be guaranteed without considering the perturbation terms (ie, using
a cascaded systems argument).

Remark 5. An important observation is that the stability of the linearized system is independent from the actual

desired trajectory, as this only influences the interconnection terms.

It can be concluded that the controller synthesis of gains K; and L;, fori = ©, ®, can be performed using a spectral
approach for delay differential equations (see the work of Michiels and Niculescu?), for the following isolated partial
error system dynamics (see Figure 6):

1. the isolated inclination and azimuth tracking error dynamics:

ega(f) Ao 0 0 B eo®) | [4,000]] coléD A, 000 |[ €
ATZ@) | 0 ~bo 0 by || ATE@) | |70 000 || AFg@) | | 0 000 || ATEE) |-
Az (&) (e [k1e,0.0] 0 0 0 || Azig(®) 0 000 I Azye(&1) 0 000 |1 Azie(&) |
AZ,, (&) Ko 0 v =7 |[aze@] [0 000 [ Ane@)] [0 000 Aze(&)
e (&) A 0 0 B e | [4a,000]] €D A, 000 |[ eolé2)
ArY@) | 0 =bo 0 =by || ATGE) | 110 000 || ATGE) | | 0000 |1 ATGE) | o,
Zo@® | | &[ke,0.0] 0 0 0 I 20 00001 zp(&) 0000 || zo(&) |
2(8) rKo 07 1]l ze@ | [©000]] zee 0000 ] z,p&)
2. theisolated inclination and azimuth observer error dynamics:
[ 5o(&) ] =[ Ao — LeCo —B] [ 80 (&) ] N [A1 o] [ So(&1) ] N [Az 0] [ do(£2) ] (32)
Aqy (&) & [he-he|Co 0 | [Age(©) 0 0] [Age(&) 0 0] [Age) ]’
[5&,(5)] _ [ Ao — LoCo —B] [&b(?)] + [Al 0] [&p(él)] + [Az 0] [&p(éz)] (33)
95©& |~ [ & [he ke | Co 0 || qa©) 0 0]]qo) 00]]ge)|"

Asymptotic stability can be achieved if gains K; and L;, for i = ©, ®, are designed in such a way that the poles of the
delay differential equations (30), (31), (32), and (33) are in the open left-half of the complex plane. Moreover, the tran-
sient response of the isolated systems becomes faster if the poles are located further to the left in the complex plane. In
order to synthesize the controller and observer gains, we formulate an optimization problem consisting in independently
minimizing the spectral abscissa (see the work of Vanbiervliet et al*®) described by the following objective functions:

= max {R (4xeKe.le.7)) } (34)
= max {R (AjkoKa,le1)) } (35)
Jy= _ max {R (AjreLe:80)) } - (36)
Jo= max {R (Ajr0Lo.8)) } (37)

where Ajxi(K;, ¢, v) and Ajri(L;, £,), for i 0, ©, represent the jth closed-loop pole of the isolated error systems corre-
sponding to the controller and observer dynamics, respectively. These four objective functions correspond to each of the
isolated systems (30), (31), (32), and (33). In general, these objective functions correspond to a nonsmooth, nonconvex
optimization problem. The four independent nonsmooth optimization problems in (34)-(37) can be solved using a gradi-
ent sampling algorithm.? In order to reduce the computational effort in solving these optimization problems, the gains
{.and ¢, of the integral action and the low-pass filter y are fixed for each iteration. Note that the control objectives associ-
ated with y, {., and ¢, are on different “length” scales than those of the state-feedback and observer gains (see Remark 4)
and can hence be designed separately. The values of the gains K; and L; are arbitrarily initialized.

Our purpose is not to find a global solution to the optimization problem but, rather, to obtain at least a solution that
satisfies a particular stopping criterion. The stopping criterion for the optimization routine will be related to the location
of the rightmost pole of each of the isolated error systems (30), (31), (32), and (33). In order to propose the values of
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these rightmost poles used in such stopping criterion, a desired length (“time”) scale for the convergence of §; and e;, for
i = [®, @], based on the cascaded structure of Figure 6 is introduced. The determining dynamics of the cascaded structure
are given by the g signal. Hence, it has been decided to set these dynamics as the fast (ie, short length scale) converging
dynamics. As long as the other isolated dynamic systems have slower convergence, the inclination observer will not lead
to large transients in the other dynamics (regarding 5o, e, and eg), which would potentially invalidate the assumptions
motivating the stability analysis based on linearization. On the other hand, 64 has to be faster than eg; hence, it is placed
in a medium length scale. For the error dynamics eg and ey, the choice can be made to set eg in the same medium length
scale as 6¢ and to set e in a long length scale (since inclination does not depend on the azimuth). It has been decided to
keep eg and e on the same long length scale to have a similar tracking behavior for both ® and ®. The numerical values
of the real part of the rightmost poles for these dynamics will be given in the simulation study of Section 6.

Remark 6. The optimization-based synthesis approach proposed in this paper cannot provide guarantees of the com-
plex part of the closed-loop poles, and as such, a certain level of closed-loop transient oscillations cannot be avoided a
priori. We note that approaches aiming to place the poles in a cone-wise section of the complex left-half plane, in an
attempt to limit transient oscillations, are generally not feasible for the delay-type systems considered here.

5 | ROBUST STABILITY ANALYSIS AND CONTROLLER DESIGN

In directional drilling, there are two main parameters that can be considered to be both uncertain and highly influential
in the system dynamics: the active weight on bit IT and the bit walk angle w. The controller design of Section 4 was based
on a nominal value of weight on bit I1. To test if the designed strategy is able to cope with the uncertainty of this parameter,
it will be considered as I1 = I1 + 611, where I1 represents the nominal value of weight on bit, I is the actual weight on bit,
and 611 is the uncertainty on the weight on bit. The influence of w will be analyzed by means of a simulation study in
Section 6, since it introduces additional nonlinear coupling terms to the already complex dynamics of the system.

5.1 | Analysis of the closed-loop tracking error dynamics with uncertain I1

The stability of the system is assessed by first deriving the closed-loop error dynamics of the system considering uncer-
tainty on the active weight on bit II (ie, assuming no knowledge of the real active weight on bit), and stability is analyzed
by means of linearization. This linearized version of the system dynamics is also used for the robust controller design in
Section 5.2.

In this section, matrices Ao, A1, Az, Boi, Bui, C;, and D;, fori = ©, ®, are defined as in (6) and evaluated at IT = IT + 8I1.
The versions of these matrices evaluated at the nominal active weight on bit IT are denoted by a bar symbol (ie, Ay, A1,
Ay, Byi, By;, Ci, and D). As before, the input filters are designed as follows:

= —Bor‘? - l_)lui, (38)

where u; is given by (14) and the coefficients by and b, are defined as in (25) and evaluated at I1. The feedforward is
designed using the nominal versions of the system matrices as follows:

un = BT (x/(&) — Aoxu(&) — Arxu(&1) — Asxn(&)) - (39)

Also, the observer design is affected by the presence of uncertainty, which can be noted in the observer dynamics as
follows:

X 4,0 0 0|[ X% A,000][%ED)] [4,0 0 o] %)
dGo |_[ 000 0] qe® 000(ge) | | 0000 /[go)
b 0 A 0 || Xa($) 0A; 0] Xo(&1) 0 0A; 0| Xa(&2)
A 0001 q0(9) 000][gae)]| [0000]]qe)

¢lhe, bel(ye — Vo)
Lo(yo — Vo)
([ho, bol(ye — Vo)

(40)

+ B(urq> + Vo)

0 0

0 0

0 0 0

[ Le(ye — Yo) lBCI@ ] B(Mr@) +vo) |

0
Bqe
0
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with corresponding output equations
Yo = CoXe + Dol ', (41)
Yo = CoXe + Dol. (42)
Since matrices C; and D; differ from their nominal versions (C; and D;), the description for the derivatives of the states of

the integral action for both inclination and azimuth is defined by (after substituting the output equations and considering
the fact that X; = e¢; + x,; — 6;)

qg = ¢lhe. Lol (ACees + ACeoX,e + ADoATy + ADel , + Code + EW,) , (43)

s \* sin® - " " -
9y = Clho, bol <AC¢€<{) + ACoX,0 + Do (AT o + T ;) e Do (AL +T%,) + cq)aq,) , (44)

where AD; = D; — D; and AC; = C; — C;, for i = O, ®. Using the above, the closed-loop error dynamics for state vector
X(¢) (as defined in (23)) are obtained as follows:

X'(€) = QoaX (&) + QuaX(&1) + QauX(&)

+ UCl <ur@, Urp, ng’ Ffpd,xr@(f)’xr@(égl),xr(a(gz),xm’(g)sxr@(gl)’xré(é), ®’ é7 Ws Wy) s (45)
where
_ | Qoo 0 _|Qe O | Qe O
QOCI - [ 0 Q()(D(G)’ @I)] s QlCl - [ 0 QI(D:| 5 AZCl - [ 0 QZ(D:| 5 (46)

and the system submatrices in (46) and the vector Uy are given in Appendix B (for the complete derivation, see the work
of Villarreal Magafia?®).

Following the same approach as in the nominal case, the linearization of the system is performed at an equilibrium
point. In doing so, additional difficulties are encountered due to the fact that for the robust case, ¢; # 0and §; # 0 at
equilibrium. The latter fact is caused by the fact that vector Uy in (39) does not vanish fore; = §; = 0 due to the presence
of parameter uncertainty (among other effects, this causes the feedforward to be inexact, which leads to nonconstant
perturbations related to the &é-dependent desired trajectory). Despite this fact, the same “equilibrium” point as in the
nominal case is utilized, considering the fact that according to simulation results (see the work of Villarreal Magafia*
and Assumption 3), even large variations in IT result in steady-state solutions close to the nominal equilibrium solution
of the closed-loop system (see Appendix A).

Linearization is performed (in this case, using the actual value of IT) and defining the perturbation vector as in (27).
The linearized system (considering that matrix Qg is £-dependent) is given by

X' (&) = QuaX (&) + QuaX (&) + QuX(&), (47)
where the linearized system matrices Qocl, Q1c1, and Q,q are given by
= Qoo O = Qo O = Qo O
C = _ _ N C = - - N C| = - - . 48
Qo [ Qoc QO(D] Qi [ Q1c Qldn] Qe [ Q2c deb] “8)

Submatrices Qo;, Q1i, Qoi» Qoe, Que, and Qye, for i = @, ®, can be found in Appendix C.

The main difference with respect to the nominal case is that the separation principle between the controller and observer
(for both the inclination and azimuth error dynamics) no longer holds, since there is mutual coupling between the track-
ing error dynamics and the observer error dynamics in both the inclination and azimuth error dynamics. This means that
it is not possible to design controller and observer gains separately as in the nominal case. The latter also holds when
pursuing a robust stability analysis given a controller designed for a nominal I, which will also be performed in the
benchmark study of Section 6.

Despite the fact that the separation principle no longer holds in the same way as in the nominal case, we recognize in (47)
and (48) a é-dependent but unidirectional coupling from the inclination error dynamics to the azimuth error dynamics.

We remark that the perturbation terms in matrices Qq, Qic, and Q. in Equation (47) (see Appendix C) are bounded.
As a consequence, the series connection between the inclination error dynamics and the azimuth error dynamics is
asymptotically stable if the poles of the isolated closed-loop error systems formed by

X5(8) = QueXo(©) + QieXo(£1) + Q20X (&) (49)

X5(&) = QooXo(®) + QroXo(£1) + QoXo(£) (50)
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are in the open left-half of the complex plane. In (49) and (50), the state vectors Xg and X¢ correspond to the error states
related to the inclination and azimuth, respectively, and matrices Qo;, Qy;, and Qo; are defined as in Equation (48) and
Appendix C.

5.2 | Robust controller design

On the basis of the analysis of the uncertain dynamics in Section 5.1, we pursue a robust controller design in this section.
The values of ¢, {,, and y are designed to be the same as in the nominal case, following the same argument as in Section 4.
The design of the gains K; and L;, fori = 0, ®, is based on the minimization of the two following objective functions:

Jir(Ko.Lo) = _max _{R (4j0(Ke,Lo.1D)} (51

Jr(Ko,Lo) = {mu,s(ch,L@,H))} (52)

where A;, fori = ©, @, represents the closed-loop pole Jj of systems (49) and (50), respectively. Strictly speaking, in order to
ensure robust stability against uncertainty of I, the optimization based on the objective functions given by Equations (51)
and (52) should be performed for all possible values of I, which renders the optimization computationally unfeasible. An
approach is adopted, where the objective function is minimized on a grid of values of II given by IT = IT+ 8I1;, with 61T, ie,

STT; = 6T,y + l;llzanmax, forie {12, ....m), (53)
m

where m represents the number of grid points for which the closed-loop poles will be calculated. Note that m has to be
chosen uneven and higher than 2 in order to include the nominal weight on bit IT into the objective function. Then, the
minimization of the following objective functions (which correspond to (51) and (52) considering uncertain weight on
bit) will be pursued:

¥Y(Ke, L) = o (Jlr(K@,L@, 1+ 611y)) , (54)

¥ (Ko, Lo) = e max (er(Kq>,L<1>,ﬁ+5Hi))- (55)

Similarly as in the nominal case, the stopping criteria 1nvolv1ng Y(Ke, Le) and ¥(Kg, Le) are such that the resulting length
scale of the inclination error dynamics is smaller than that of the azimuth error dynamics.

6 | SIMULATION RESULTS

We revisit the benchmark system as introduced in Section 3.1. The proposed trajectory is considered to represent a real
desired borehole geometry and is a smooth, continuously differentiable trajectory in order to avoid sudden geometrical
changes. The desired trajectory is given by an almost vertical section without curvature (hence a straight line), followed
by a curved section and a straight horizontal section (see Figure 7).

6.1 | Nominal controller

Following the optimization-based synthesis approach discussed in Section 4 and using the nominal value of the active
weight on bit I, the values for the controller gains of the system are obtained and shown in Table C4.

Figure 8 shows the union of the closed-loop poles of the isolated systems (30), (31), (32), and (33) after implementing
the controller gains in Table C4. The rightmost pole (poles at the origin are not considered since these are only introduced
by the definition of the states involving average angles in the state-space dynamics; see also the work of Kremers®) is at
—0.6195, which is indeed below the chosen maximum value for the rightmost poles of the error dynamics (see Table C4),
guaranteeing asymptotic stability and providing transient performance. Figure 8 also expresses the desired “length scale”
separation of the subsystem dynamics, as highlighted at the end of Section 4.

The tracking and observer errors are shown in Figure 9. The simulations are performed for several initial conditions
using the nonlinear model given in (5) including the influence of gravity.

The error for both the inclination and the azimuth reaches steady state at approximately & = 10 (equivalent to 2.73
meters), and in the case of the observer error dynamics, steady state is reached at ¢ = 5 (1.365 meters). These results
comply with a fast enough response in order to drill a complex borehole geometry. It has to be mentioned that if the
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FIGURE 7 Desired borehole geometry and trajectory to be tracked [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 8 Closed-loop poles of the four different isolated error systems in (30), (31), (32), and (33) for the neutral bit walk system for
IT = 0.0087 [Colour figure can be viewed at wileyonlinelibrary.com]

initial conditions are far away from the linearized error dynamics (¢, = 0 and §; = O, for i 0, ®), the conditions
under which the controller and observer were designed are no longer valid, and nonlinear terms may affect the transient
performance of the system. In any case, it can be concluded that asymptotic tracking is achieved even for very large initial
condition errors (see Figure 9). Finally, it can be noted that the control input shown in Figure 10 is dominated by the
feedforward input after an initial transient, and the maximum values that I'g and I'y reach correspond approximately
to 124.52 and 7.09 kN, respectively, in transients induced by the initial errors. We note that the RSS actuator forces, in
practice, are typically limited within a range from 10 to 20 kN.* This means that the force applied by the input I'g exceeds
the maximum achievable force in transients. However, in practice, the bit is initially positioned by experienced drillers
(ie, close to the desired borehole trajectory), which means that the initial condition for the system will not be as far from
the reference trajectory as displayed here in simulation (which was done for illustrative purposes). In the case of a set
of initial conditions starting relatively close to the desired borehole trajectory (0y = 1°, @, 100°; see Figure 10), the
maximum RSS force is approximately 16.17 kN, which is feasible in practice.
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FIGURE 9 Tracking (left) and observer (right) error response for different initial conditions [Colour figure can be viewed at
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FIGURE 10 Control input applied to the system [Colour figure can be viewed at wileyonlinelibrary.com]

Robust stability of the nominal controller

The robust stability properties of the controller derived using the nominal active weight on bit are studied next. The robust
stability analysis is performed by computing the rightmost pole of the closed-loop linearized total system dynamics given
by Equation (47) and implementing the nominal controller designed above. These rightmost poles are computed for a
variation of active weight on bit IT € [0.5I1, 1.5[1] for both the inclination and azimuth dynamics (see Figure 11). This
Figure shows that the nominal controller has favorable robustness properties for a large uncertainty range. Nevertheless,
Figure 11 shows that for smaller values of II, stability may be compromised (reaching up to a real part of the rightmost
pole of —0.02). This also has a detrimental effect on performance as it can be noted on the oscillatory behavior in Figure 12
with initial conditions ®, = 15°, &, = 85°, for IT = 0.0037(0.0043[1). In order to improve the robust stability and
performance properties further, a robust controller design is pursued next.
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FIGURE 11 Robust stability test for inclination (left) and azimuth (right) error dynamics in (47) and (48) [Colour figure can be viewed at
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FIGURE 12 Error response for the nominal controller with IT = 0.0037(0.43IT) [Colour figure can be viewed at wileyonlinelibrary.com]

6.2 | Robust controller design

The robust controller design strategy proposed in Section 5.2 is employed in this section. Considering that the integral
action and low-pass filter gains are the same as in the nominal case (since they pursue objectives on a different length
scale), Table C5 shows the gains of the controller and observer synthesized using the optimization-based approach for
an uncertain value of IT for a grid of m = 7 according to Equation (53). Using this set of gains, the robustness of the
controller is tested in the same way as in the nominal case. Figure 13 shows the location of the rightmost closed-loop pole
with respect to the variation of I for both the nominal and robust controller error dynamics. As shown in the Figure,
there is a substantial improvement in the level of robustness in accordance with the design. Furthermore, it can be seen
that the plots start to become “flat,” ie, independent of IT (more evident in the case of the azimuth); this is considered a
positive effect, since the rightmost pole is closer to the specified objective for every possible value of I1. This also has an
effect on the performance of the system, eliminating the oscillations caused by the low value of the active weight on bit
and reaching steady state at a shorter length (see Figure 14). It can be seen in Figure 15, as in the nominal case, that the
control input is again dominated by the feedforward input, and furthermore, the magnitudes of the control inputs are
also comparable to the ones in the nominal case, which means that the robust controller inputs are feasible in practice
(the maximum force displayed for initial conditions ®, = 1° and ®, = 100° is again, approximately, 16.17 kN), despite
the large difference in the observer and controller gains between the nominal (Table C4) and robust designs (Table C5).
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FIGURE 13 Robust stability comparison for inclination (left) and azimuth (right) error dynamics in (47) and (48) [Colour figure can be
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FIGURE 16 Simulation results of the neutral bit walk robust output-feedback controller for IT = 0.5[1 (dotted line), IT = I1 (solid line),
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6.3 | Robust controller applied to non-neutral bit walk model

Finally, we apply the robust output-feedback controller that was designed for the neutral bit walk case to the case in which
the bit walk is nonzero. We consider the model described by Equation (1) and w # 0 in the output equations as well. We
relax the initial conditions (@g = 1°,®, = 100°) with respect to the previous cases since the bit walk angle @w has a much
more harmful effect in the system and the results would not be readable (due to an extremely high level of oscillations).

The simulation results are shown in Figure 16 for IT = ITand IT = 0.5I1. These results show that the robust controller is
still able to stabilize the system, which is not possible using the nominal controller design. However, the overall behavior
shows transient oscillations (specially in the case of IT = 0.5IT), which is not desired in practice. Hence, further research
is needed on the controller design for directional drilling systems with a high bit walk angle.

7 | CONCLUSION

This paper proposes a robust output-feedback controller for a 3D drilling system. The control objective of being able to
drill a complex borehole trajectory while avoiding borehole spiraling is expressed as a reference tracking problem. A con-
troller was designed using the nonlinear delay system model developed in the work of Perneder'? as a basis, considering
the neutral bit walk condition. The key element of the proposed strategy is the inclusion of an observer in the control
structure, which allows to rely only on the local measurements of the BHA orientation. In order to guarantee stability,
a cascaded systems argument was used for the constructive synthesis of the controller and observer gains of the system.
Moreover, a robust controller design was proposed, exhibiting robustness against significant uncertainties in the weight
on bit and (moderate) uncertainty in the bit walk angle. The effectiveness of the proposed control strategy was evidenced
via simulation studies.
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APPENDIX A

p-COEFFICIENTS PRESENT IN CLOSED-LOOP LINEARIZED DYNAMICS IN THE
NOMINAL CASE

In this appendix, the p-coefficients appearing in Equation (27) are given as follows:

T
PrOa + B2(O)1a + Fx(@)u + PiOra + fsOaa (7 ) + -+ cos0, T
F.I* sin®
Poa(§) = - B——2L_ (=B1 + P(®) 14 + P(®)aa + Pa®ra + fsO2a) cos®u | —p| |
I’]H sin @d _ﬁz cos ®d o
—f3cos By
o
=——B—°¢
Doe2(&) s e, cos Og,
L T
$10g + [2(O)1a + P3(O)2q + f4O14 + f5O24 (E) +---
FI*
1(E) =— B—_ (=P1 + P2(®)14 + B3(O)2q + fsO1a + sO2a) cOS Oy
Dos Hsin®
HUSIN®d| _ g, cos Oy
—p3 cos By
cos©, T « C0S@y T
sin®, e ®d sin @,
—B 0 + L(qu, 0 s
0 0
FiIy cos®
=—-B—2¢ (0s@y, = —(T* [he, bolD d
Dos2(£) TT5in 0, co8@q, pog(§) = —C(Ty,[he, bolDe Sn o,
© = Bf’rl“jp 4 €08 (CF (6. 0 0] @ = BFerD 4 €08 B4 (6. 0 0]
Prele) = nIlsin ©4 4 o Pule) = nIlsin @4 4 ’
© = BF,FTM cos B4 (65 0 0] © = BF,FTM cos B4 (65 0 0]
D2elS) = /T1sin Oy 5 > DP2sle) = /T1sin Oy 5 >
where elements Bjs forj € {1,2, ... ,5}, correspond to the following elements of matrices Ay, A;, and A;:
L =A01,1), p=A01,2), Pp3=A01,3), pfs=A11,1), ps=A1,1). (A1)

APPENDIX B

CLOSED-LOOP SYSTEM MATRICES WITH UNCERTAINTY ON II

In this appendix, the full expressions for the closed-loop system submatrices with uncertainty on II used in Section 5.1
are shown as follows:
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Qoo = rKe 0 Y -y ' —rKe U E
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Qo=| __Ke o v zr . rkRe 0
(8o = LoACo) (Boo — Biobo — Lo (Do™28 ~ Do ) ) 0 (<B=Bioby)| Ao—LoCo —B
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0 00000
0 00000
Qi=| 0 00000}
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| 0 00010 0]
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0
0
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PCI(S’ él’ 527 ®’ (:)7 W’ Wy) =

Fre + (=B — Bigb))u,e
¢ [he.be | (ACexe + ADeT | + EW,)
F,0 + (=B — Biob))uso ’

Fro + (=B — Biob))ure

sin ®

| ¢ [hovbo] (ACwxro+ (Do 228 ~ Do ) I3,) |

fori = ®,® andj = 1, 2. The expressions for Fy;, fori = 0, ®, are given by

Fre = (Boe — Biobo — LoADe)T'}, + (AAg — Lo ACe)Xre(€) + AA1xre(é1) + AArXe(&) + BW — LeEW,,

- sin® -
Fo = <Bo<1> — Bioby — Lo <D<1> - — Do

sin ®

>> [pq + (AA¢ — Lo ACo)xra(8) + AA1X0(E1) + AdoXrar(52),

(B1)

(B2)

where AAO = AO —AQ, AAl = A1 _Ala and AAZ = Az —Az.

APPENDIX C

CLOSED-LOOP LINEARIZED SYSTEM MATRICES WITH UNCERTAINTY ON II

In this appendix, the full expressions of the closed-loop linearized system submatrices used for stability analysis in

Section 5.1 are shown as follows:
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0 —by 0 -b; [ 0 0
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fori = ®,®andj = 1,2. The definition of the p-coefficients inside the coupling matrices Qy. and Q i will depend on the
chosen linearization point.

TABLE C1 Geometric properties of the benchmark system
I;[m] O,[m] A[m’] I[m*] #,[m] ¢;[m] A# [m]
0.0533 0.0857 0.0141 3.6 x 107> 3.66 6.10 0.61

TABLE C2 Material properties of the
benchmark system

E, [N/m?] p [kg/m3]
2 x 101 7800

TABLE C3 Dimensionless parameters
of the benchmark system

n A2 A X n
1 1.67 0.167 0.1 30

TABLE C4 Controller and observer gains

Subsystem Rightmost Pole Location Feedback Controller Gains Yy &e 6o
(30) -0.6 ki = —6310, kyg = —2571, ko = 1288 0.8 0.5
(32) -0.9 Le = 1014, Lg = 3299 - 05
(31) -0.6 kip = —2146, kye = —1050, kzp = 524 0.8 -

(33) -0.7 Lo = —48.5, L, = 2555 — 0.3

TABLE C5 Robust controller settings and gains

Dynamics Objective Rightmost Pole Controller Gains (K;) Observer Gains (L;)
121 3192
Inclination (@) —0.7 [—123987,27068,4104] 0 0
0 0
—1058 3243
Azimuth (®)  -04 [—13595,1071, 1202] 0 0
0 0
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