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Model Reduction for a Class of
Convergent Nonlinear Systems

Bart Besselink, Nathan van de Wouw, and Henk Nijmeijer

Abstract—In this technical note, a model reduction procedure is pre-
sented for nonlinear systems that can be decomposed into a feedback
interconnection of a linear and nonlinear subsystem. Conditions for
stability of the reduced-order model and an error bound are given. Herein,
the input-to-state convergence property is exploited, which proves to be
useful in the definition and derivation of the error bound. The results are
illustrated by application to a nonlinear mechanical system.

Index Terms—Model reduction, nonlinear systems.

1. INTRODUCTION

Practical engineering problems typically lead to complex, high-order
models. Model reduction can be used to obtain a low-order approxi-
mation of these models, which facilitates controller design and imple-
mentation or allows for efficient analysis by fast simulation. Herein, it
is desirable to preserve properties of the high-order model, of which
stability is amongst the most crucial. Additionally, a bound on the re-
duction error is highly instrumental in determining the quality of the re-
duced-order model. For asymptotically stable linear systems, balanced
truncation [7], [14], [17] and optimal Hankel norm approximation [9]
provide these properties.

Besides giving rise to models of high order, complex high-tech sys-
tems often exhibit nonlinear behavior. Thus, nonlinearities have to be
taken into account in the model reduction procedure. An approach ex-
ploiting linear model reduction techniques in the scope of model reduc-
tion for nonlinear systems is trajectory piecewise-linear approximation
[18]. Stability of the reduced-order model can in general not be guaran-
teed, even though results on finite-gain input-output stability are avail-
able for systems with specific structure [6]. An alternative approach for
model reduction of stable nonlinear systems is given by the extension
of balanced truncation to nonlinear systems [8], [20], which guaran-
tees local stability of the reduced-order model. However, input-output
stability properties are not considered and the procedure is computa-
tionally challenging. The same properties hold for moment matching
for nonlinear systems [3].

Hence, model reduction procedures for stable nonlinear systems do
not generally guarantee stability of the reduced-order model, nor guar-
antee a bound on the reduction error. In the current technical note, a
model reduction procedure for a class of nonlinear systems will be pre-
sented, including conditions guaranteeing stability of the reduced-order
model as well as an error bound. Nonlinear systems will be considered
that can be decomposed into a linear and nonlinear subsystem, which
are bidirectionally coupled. In this configuration, it is assumed that the
nonlinear subsystem is of relatively low order, whereas the linear sub-
system is of high order. This is motivated by the observation that non-
linearities act only locally in many engineering (control) applications.
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Examples include mechanical systems with friction, hysteresis or non-
linear actuator dynamics. This assumption allows for an approach in
which model reduction is applied to the linear subsystem only, making
the approach computationally efficient.

In this configuration, the linear and nonlinear subsystems are as-
sumed to be input-to-state convergent [16]. The convergence prop-
erty implies, for every bounded input, the existence of a unique, glob-
ally asymptotically stable, bounded steady-state solution. Addition-
ally, the input-to-state convergence property yields a bounded differ-
ence in state trajectories for a bounded difference in inputs. Loosely
speaking, this amounts to the property that, for two input functions
that are “close”, the corresponding steady-state solutions are “close”
as well. Since the total nonlinear system essentially consists of two
bidirectionally coupled input-to-state convergent systems, a small-gain
theorem is presented under which the coupled system is itself input-to-
state convergent.

In this setting, conditions are given under which the reduced-order
system is input-to-state convergent, thus preserving certain stability
properties of the high-order model. Furthermore, an error bound on the
steady-state solutions is derived. Herein, it is noted that convergence of
the total nonlinear system implies, for every bounded input, the exis-
tence of a unique steady-state solution, allowing for a clear definition
of an error bound. Next, the input-to-state convergence property of the
subsystems is highly instrumental in the derivation of this error bound,
since it quantifies the amplification of errors introduced by reduction
of the linear subsystem.

This technical note is organized as follows. Preliminaries regarding
convergent systems are reviewed in Section II. The system configura-
tion and model reduction approach are given in Sections III and IV,
whereas the main results on input-to-state convergence of the reduced-
order system as well as an error bound are presented in Section V. The
procedure is illustrated with an example in Section VI before stating
conclusions in Section VIL

Notation: For a vector x, the Euclidian norm is denoted by |«|. For
a signal z, defined on R, the Lo signal norm is denoted by |||«
and defined as ||| := sup_cg |2(7)|. Functions of class K, Ko
and K L are defined according to [12]. The identity function id satisfies
id(r) = r,Vr € R.

II. CONVERGENT SYSTEMS

A model reduction procedure for a class of (input-to-state) conver-
gent systems will be presented in this technical note. Thereto, conver-
gent systems are reviewed below. Consider the system

= f(r,u) (1

with # € R” and v € R™. In (1), f(x,u) with f(0,0) = 0 is as-
sumed to be locally Lipschitz in = and continuous in «. Throughout
this technical note, the input functions are assumed to be in the class of
piecewise continuous vector functions, defined on R and bounded as
||u|]s < oo. This class is denoted by £ . The convergence property
can be defined as follows [16]:

Definition 1: A system (1) is globally (uniformly, exponentially)
convergent for a class of inputs ¢/ C L7} if, for each input v € U,
there exists a solution z, such that: 1) Z, is defined and bounded on
R; 2) z,, is globally (uniformly asymptotically, exponentially) stable.

The solution Z,, is known as the steady-state solution corresponding
to the input «. In the case of uniform and exponential convergence, the
steady-state solution is unique (see e.g. [16]). This allows for the defi-
nition of a steady-state operator F : L3, — LI, defined as Fu := T,
[16]. The convergence property thus defines a stability property for
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nonlinear systems with inputs, in the sense that all solutions corre-
sponding to a particular input converge to a unique steady-state solu-
tion. An even stronger stability property is given as follows.

Definition 2 ([16]): A system (1) is said to be input-to-state conver-
gent if it is globally uniformly convergent for the class of inputs £}
and, for every input v € L7}, (1) is input-to-state stable (ISS) with re-
spect to the steady-state solution Z,,, i.e. there exist functions 3 € KL,
~Yzu € Ko such that any solution # of (1) corresponding to some input
u € L7 satisfies

|#(t) — Zu(t)] < B (|#(to) — Zulto)

+Yeu ( sup |u(r) — u(T)|> , Vt>to. (2)
to <7<t

ﬂt_tO)

Here, 5 and 7., may depend on the particular input u.

In (2), 4=. denotes the gain from « to . Throughout the technical
note, all gains are labeled similarly. The notion of input-to-state con-
vergence differs from the similar notion of incremental input-to-state
stability (8§TSS) [1] since the first only requires input-to-state stability
(see e.g. [21]) with respect to the steady-state solution, rather than with
respect to all solutions. A sufficient condition for the input-to-state con-
vergence of nonlinear systems is given by the Demidovich condition,
see e.g. [15], [16]. For linear time-invariant systems, input-to-state con-
vergence is implied by asymptotic stability of the system without input.
Here, it is stressed that such implication does not hold for nonlinear sys-
tems. Furthermore, the input-to-state convergence property implies an
incremental bound on the steady-state operator:

Lemma 1: Let system (1) satisfy the input-to-state convergence
property (2). Then, the steady-state operator F is incrementally
bounded as || Fuy — Fui|l, < veu(l|lu2 — 1]l ), Where vz, is the
class Koo -function in Definition 2.

Proof: The result follows from application of (2) to compare two
steady-state solutions. Since the steady-state solutions are bounded for
all £ € R, the influence of initial condition vanishes for o — —oc.
Then, taking ¢ — oo in (2) leads to the desired result. |

In the approach for model reduction presented in Section III, a de-
composition of the nonlinear system is considered, which basically
consists of a feedback interconnection of two input-to-state convergent
systems. Therefore, the bidirectionally coupled systems ¥, and X, as
given by

Ea: T ® :f(fC,Z./ ll]),

Ez 1z :f](Z-,-T,Uz)-;

x € R",uy € R™ 3)
z€R"*,uy, € R™2 “)

are considered. When ¥, and . are input-to-state convergent,
input-to-state convergence of the coupled system (3), (4) can be
guaranteed by the following small-gain theorem, which is related to
the small-gain theorem for ISS systems [11].

Theorem 2: Consider two input-to-state convergent systems £, and
Y. with gain functions ¥z, Yru, and v.z, V:u,, respectively. Then,
the coupled configuration (3), (4) is input-to-state convergent if there
exist functions p1, p2 € K. such that

(Ad+ p1) o ver 0 (Id 4+ p2) 0 y2u(s) < 5, Vs> 0. 5)

Proof: The proof of this theorem can be found in [5]. [ ]

III. PROBLEM SETTING

Nonlinear systems that can be decomposed as in the configuration in
Fig. 1 are considered. Here, the total coupled system £ = (£,,,, £,,7)
consists of a high-order linear subsystem ¥;;,, and a convergent non-
linear subsystem ¥,,;, where the linear dynamics are given by

Yy i@ = Axv + Byu+ Byv, y=Cyx, w=Cux (6)
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Fig. 1. Coupled system consisting of a high-order linear part and convergent
nonlinear part.

with z € R",u € R™ andy € RP. Here, X;;,, is assumed to be
asymptotically stable and input signals u are chosen from the class
L. The signals v € R* and w € R? connect ;. to the nonlinear
subsystem %,,;, which is given as

Y.:i=g(z,w), v=~h(z) 7
with z € R" and ¢(0,0) = 0. It is assumed that ~(0) = 0 and that the
incremental bound

[R(22) = h(21)] < Xoz (|22 — 21]) ®)

holds for all zy, zo € R" and with . of class K .. Furthermore, £,,;
is assumed to be input-to-state convergent with respect to the input
w. This allows for the definition of the steady-state operator G as
Gw = Z, which satisfies ||Gwz — Gw1|| , < Yew(||lw2 — wi]|)
with 7., € K. by Lemma 1. The steady-state output operator,
defined as G, w := h(Z.,), satisfies for all w, w2 € L, [by (8)]

”ng‘l - gUU)l”oo S Xvz © Yezw (”LUZ - 'LU1||oo) . (9)

Since the linear subsystem X, is asymptotically stable, it is
input-to-state convergent with respect to the inputs « and v. Thus,
steady-state operators can be defined as F(u,v) := Z,,. and
Fi(u,v) = CiZFuu, i € {y,w}, where the latter defines the
steady-state output operators for outputs y and w. These steady-state
output operators are incrementally bounded as

(IFi(uz,v2) = Filur, o)l < Xiw (You (Juz — wi|loo)

e (o2 = v1llc)) (10)
fori € {y,w} and for all wi,us € L%, vi,v2 € L. In (10),
Yzus Yev € Koo denote the gain functions of the steady-state oper-
ator F(u,v), whereas Yyz, Ywe € Koo represent incremental bounds
on the output equations. Clearly, these functions are linear. The bounds
(10) will be exploited in the scope of model reduction, where outputs
for a given input u are of interest, thus considering the case u; = uy =
u.

Besides the assumption of input-to-state convergence of the subsys-
tems E;;,, and X,,;, it is assumed that there exist functions p1, p2 €
K such that the small-gain condition

(id + P1) © Yzw © Xv: 0 (id + P2) © Yow © wa(s) <s 11)
holds for all s > 0. By Theorem 2, this implies that ¥ = (X, , £,¢)
is input-to-state convergent. Summarizing, the following assumptions
are adopted.

Assumption 1: The subsystems ¥;;,, as in (6) and £,,; as in (7),
coupled as in Fig. 1, satisfy the following conditions: 1) A is Hurwitz;
2) X,,; is input-to-state convergent; 3) & in (7) satisfies (8); 4) the small-
gain condition (11) holds.

The relevant subclass of Lur’e-type systems is obtained when the
nonlinear subsystem X,,; in ¥ = (£y;,,, X,,;) is replaced by a static
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nonlinearity ¢ : R? — R®. When ¢ is incrementally bounded (i.e.
globally Lipschitz) as

lp(wa) — (wn)| < plws —wn|, Ywr,ws €RT (12)
with ¢ > 0, this bound plays the same role as the incremental bound (9)
on the steady-state output operator G, w. Specifically, xv: © Youw(r) =

pr holds for all » > 0.

IV. MODEL REDUCTION

For the nonlinear system ¥ = (£,,,, £,7), a model reduction pro-
cedure is proposed in which only the high-order linear subsystem X,
is reduced, hereby exploiting existing reduction techniques. This leads
to the reduced-order system ¥ = (X;;,,, X,,;), with the reduced-order
linear subsystem as

Siin @ =Ad+ Bou+ Byo, §=Cpa, w=Cuni (13)
with# € R*, k < n,§ € R", ¢ € R” and @& € R". It is assumed
that the linear model reduction procedure preserves stability, allowing
for the introduction of the steady-state output operators F y(u, ) and
Fu(u, 0), which represent the steady-state outputs G and 1, ; for
given inputs u and 0, respectively. As for the high-order linear sub-
system [see (10)], these operators can be incrementally bounded (for

fixed u) as

1Fi (. 02) = Fiu, 1)l < Xiw © Jao ([02 = 01llse) (14
for all 1,02 € L5, i € {y,w}. Here, ¥4, and ;. are linear gain
functions. .

Besides stability of X, it is assumed that the linear model reduc-
tion procedure provides a bound on the error introduced by model
reduction, stated in the L., signal norm. This sPeciﬁes an L..-in-
duced norm on the error system Az, = X1, — X4, where v = 0.
As the parallel interconnection of two input-to-state convergent sys-
tems, Ay;,, is input-to-state convergent with respect to inputs « and v
[16]. Thus, steady-state error operators can be defined as & (u,v) =
Fi(u,v) — ]:"i(u,'u), i € {y,w}. Then, it is assumed that the error
bound on reduction of the linear subsystem is given as

1€ (2, v2) = Ei(ur, vl < i ([Juz — urll)

+Eiw (”1)2 — U ||oc) (15)

for all ui,u2 € LZL, vi,va € LI, and where ¢;; ¢ € {y,w},
J € {u,v}) are functions of class K. Even though the availability
of error bounds in the form (15) appears to be a restrictive assumption,
it is noted that (15) represents an error bound for the linear subsystem
only. Due to linearity, the functions ¢;; will be linear, whereas the in-
cremental form follows directly from an ordinary (i.e. non-incremental)
bound on the output errors. In fact, an a priori error bound exists when
21i" is obtained by balanced truncation. Namely, an error bound on the
L, norm on the impulse response as in [10], [13] provides a bound on
the L..-induced system norm [22]. Alternatively, an error bound can
be computed a posteriori using results from [19], typically leading to
a tighter bound. This approach might be applied to any asymptotically
stable reduced-order model. Here, it is noted that these error bounds
typically do not make a distinction between the error bounds for dif-
ferent input-output combinations as in (15). In this case, the error func-
tions in (15) can typically be bounded as =;;(r) < zj;,,7 forallr > 0
withi € {y,w}, j € {u, v}, with ¢;;,, a single linear error bound.

V. STABILITY AND ERROR BOUND

For the model reduction procedure discussed in Section IV, condi-
tions for stability of the reduced-order model and an error bound are
given in the following theorem.
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Theorem 3: Let & = (Tiin, Xyy) satisfy Assumption 1. Further-
more, let ¥ = (X;,, X,.1) be a reduced-order approximation, where
¥ asin (13)is asymptoticallyAstable and the error bound (15) on the
linear subsystem holds. Then, ¥ is input-to-state convergent if there
exist functions p1, p2 € Ko such that the following condition holds
for all s > O:

(ld+ﬁ1) O Xvz © (ld+[32) O Yzw © (gwu +Xw1. OWLU)('S) S 5. (16)

When (16) holds, the steady-state error 64, = ¥u
167l < =(llulle) with

— ¢, is bounded as

e(r) = (Syu +eyu 0 (id + p_{l) 0 N

+ (tye 0 e + 200 (4 p)) 0 80) (1) (17)

for all » > 0 and where 7y, 6yu € Ko are defined in the proof [see
(28) and (36)] and ps € K is an arbitrary function.
Proof: The proof can be found in the Appendix. ]

In Theorem 3, (16) guarantees the fulfilment of the small-gain con-
dition for the reduced-order nonlinear system. Furthermore, (17) gives
an a priori error bound.

The input-to-state convergence property plays an important role in
the definition and derivation of the error bound. First, uniform conver-
gence of both the high-order and reduced-order nonlinear system (as
implied by input-to-state convergence) implies uniform convergence
of the error system A = ¥ — ¥ and thus the existence of a unique
steady-state output error, bounded for all bounded inputs. It is stressed
that this property does not generally hold for nonlinear systems.

Second, input-to-state convergence of the subsystems is crucial in
the derivation of the error bound. In the error analysis in the proof
of Theorem 3, the (steady-state) solutions of the high-order and re-
duced-order system are compared. In doing so, it is of interest how the
(steady-state) error between these solutions is amplified when passing
through the nonlinear subsystem ¥,,;. The input-to-state convergence
property specifies a bound on this amplification, whereas the small-gain
theorem guarantees boundedness of the steady-state error for the cou-
pled configuration.

Remark 1: Ttis noted that the assumption that £y;,, is linear is not re-
quired in the definition and proof of Theorem 3. The results of Theorem
3 are therefore also applicable to coupled input-to-state convergent
nonlinear systems, where one of the subsystems is reduced such that the
error bound (15) holds. In the current setting, with a linear subsystem
Xin, it is recalled that the functions x;x, v»; and £;; withi € {y, w},
j € {u,v} are linear, where the latter can be constructed using linear
model reduction techniques such as e.g. balanced truncation.

Remark 2: The results of Theorem 3 on input-to-state convergence
of ¥ and the error bound can be gvaluated a priori. However, when the
2ains X yu, Xyx and Yuu, Yoo of Xi;y are computed after model reduc-
tion has been performed (see e.g. [19]), a less conservative condition
for input-to-state convergence of ¥ and a tighter error bound can be
obtained.

Remark 3: The explicit expression (17) for the error bound allows
for a reduction procedure in which the error is minimized. Namely, in
the reduction of the linear subsystem, emphasis can be placed on the
input-output combination that has the largest effect on the overall error
< in (17).

For the important subclass of Lur’e-type systems, the following
corollary of Theorem 3 is obtained, in which the linearity of the
subsystem X;;,, is explicitly used by denoting the gains as linear
functions, i.e. Xi.(7) = XixT, Y2;j(r) = Fo;r forall » > 0 with
i € {y,w},j € {u,v}.Furthermore, a single error bound &y;,, for the
reduced linear system is used.

Corollary4: LetE = (X5, ») be aLur’e-type system, where X,
is asymptotically stable, ¢ is a static nonlinearity satisfying (12) and the
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small-gain condition (11) holds. Let 2 = (Sin, ¢) be areduced-order
Lur’e-type system, where ¥;;,, as in (13) is asymptotically stable and
satisfies the error bound (15) with &;;(r) < 24,7 for allr > O withs €
{y,w},j € {u,v}. If p(Xwe Voo + 21in ) < 1, then X is input-to-state
convergent and the error is bounded as ||67.|| . < ¢||u||s with

oo =

/l'i/u'rg/'/o:u /l’()ﬁ(iyr:\;’/o:v + Elin) >
£=¢un | 1+ — 1+ L . (18)
( 1_/J’X'LUJ"7/LUU> < 1_N(X'LU.1'PYJ;U +5/in)

Remark 4: The results on Lur’e-type systems are obtained by ex-
ploiting the input-to-state convergence property of the linear dynamics
and the incremental bound on the nonlinearity ¢, which are both stated
in terms of the L. signal norm. An alternative approach is taken in
[4], where error analysis for model reduction of Lur’e-type systems is
performed using the £ signal norm, leading to an error bound with
a structure similar to (18). In [4], convergence properties rather than
input-to-state convergence properties are used in the analysis.

Theorem 3 only provides a bound on the steady-state output error,
which is defined for all £ € R. On the other hand, existing error bounds
in model reduction (see e.g. [2]) are defined typically for signals on
t € [0, 00) and zero initial condition. The bound on the steady-state
output error used in the current technical note includes this case, as
stated next.

Proposition 1: Let the system (1), with f(0,0) = 0, be globally
uniformly convergent and let an input w satisfy w(t) = 0 for all ¢ €
(—00,10). Then, the corresponding steady-state solution 7, satisfies
Tu(t) = 0forallt € (—oo,to].

Proof: The uniform convergence property guarantees that the
steady-state solution Z, exists and is unique, in the sense that it is
the only solution that is bounded for all ¢ € R. It thus has to be
shown that Z,(¢) = 0 is the only bounded solution for ¢ € (—o0,0),
forming a part of the total steady-state solution. Thereto, it is noted
that, for ¢ € (—o0, 0), the steady-state solution satisfies & = f(x,0).
By the uniform convergence property and f(0,0) = 0, the origin
of & = f(x,0) is globally asymptotically stable. Then, a converse
Lyapunov theorem (see e.g. [12]) guarantees the existence of a smooth
positive definite radially unbounded function V' and a positive definite
function «v such that (0V/dx) f(2,0) < —«(x) for all # € R™. Let
Ty, be a solution that satisfies Ty, (t*) # 0 for some t* € (—o0, o).
Then, by tracing this solution in backward time it is easily seen
that V(x(t)) — oo fort — —oo. Since V is radially unbounded
and smooth, this implies that the state grows unbounded. Hence,
Z.(t) = 0 is the only solution that remains bounded on the time
interval t € (—o0, ty). By continuity, 7, (to) = 0 as well. ]

VI. ILLUSTRATIVE EXAMPLE

To illustrate the model reduction procedure outlined in Section IV,
the clamped flexible beam as in Fig. 2 is considered. Here, v € R
is an external force acting on the beam, whereas y € R denotes the
beam deflection. The beam is modeled using Euler beam elements,
leading to a linear subsystem Xy;,, of order n = 60. At one end, the
beam is supported by a mount which exhibits nonlinear viscoelastic
behavior, leading to a nonlinear subsystem X,,; with internal dynamics
2= —z— 2"+ w, withw € R the transversal velocity of the beam
tip. The output v = —xz, withv € R and x = 6, represents the force
the mount exerts on the beam. It can be shown that £,,; is input-to-state
convergent with 7., given by its inverse as v.,. (r) = 7 + (1/4)r®,
implying ~..,(r) < r for all » > 0. Clearly, the output satisfies an
incremental bound with gain function Y.,.(r) = xr. After computa-
tion of the gains for all input-output combinations of the linear system,
the small-gain condition is evaluated as Yzv © Xv: © V2w © Ywa(s) <
0.8724s < s, Vs > 0. This condition is equivalent to (11), since the
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Fig. 2. Flexible beam with nonlinear support.
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Fig. 3. Error bound &(||u||~) (left) and steady-state output for u(t) =
10* sign(sin(2720¢)) of the high-order and reduced-order models (right) for
k = 4.

strict inequality and the linearity of the gain functions implies the ex-
istence of the functions p;, ¢ € {1,2}. Hence, the system satisfies As-
sumption 1 and is input-to-state convergent.

Balanced truncation is applied to the linear beam model to obtain a
reduced-order model of order £ = 4. An a posteriori computation of the
error bound leads to the linear error functions ¢j; for j € {y,w},i €
{u, v}, where €., (7) = (8.69- 10™)r. Now, application of Theorem
3 indicates that input-to-state convergence of the reduced-order non-
linear system is guaranteed. Furthermore, the error bound ¢ as in (17)
is obtained and depicted in the left graph of Fig. 3. Here, it is recalled
that the error bound holds for all bounded inputs. A time simulation is
shown in the right graph of Fig. 3, showing a good approximation.

VII. CONCLUSION

In this technical note, a model reduction procedure is presented
for nonlinear systems that can be decomposed into a feedback inter-
connection of a linear and nonlinear subsystem, both satisfying the
input-to-state convergence property. Model reduction is applied to the
linear subsystem only, allowing for the application of well-developed
existing model reduction techniques. In this approach, conditions
for stability of the reduced-order nonlinear system are given, hereby
exploiting a small-gain theorem for input-to-state convergent systems.
Furthermore, the input-to-state convergence property is shown to be
instrumental in the derivation of an error bound.

APPENDIX
PROOF OF THEOREM 3

The two statements are proven separately. Herein, the following
property is extensively used.

Property 1 (Weak Triangular Inequality [11]): For any v € K,
p € Ko, the following inequality holds for all a,b > 0: v(a + b) <
A((d + p)(a)) + ((Gd + p~")(D)).

1) Input-to-State Convergence of the Reduced-Order System: The-
orem 2 guarantees stability of the reduced-order system X if there exists
functions g1, p2 € K such that

(1d + ﬁl) o ’A)"o:v © Xvz© (1d + ﬁz) O Yzw © Xfwz(s) S S, Vs 2 0. (19)

Here, 4. and Y. are incremental bounds on the input-to-state gain
and output operator of the reduced-order linear subsystem ¥;;,,. These
exist since Xy;,, is asymptotically stable, but are not known a priori.
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Therefore, an (a priori) upper bound on %5, and Xw. is derived by
considering

| Fw (s va) — Fu(u, Ul)||:>o = ||€w (u,v2) — Ew(u,v1)
+Fuw(u,v2) — For(u,v1)|| (20)
SNEw(u,v2) = Euw(u,v1)]|
+ 1P (u,v2) = Fo (s v1)ll - 2D

Here, the first and second term in (21) are bounded by (15) and (10),
respectively, leading to

||ﬁw(u‘g/u2)_ﬁur(u7 UI)HOC S (‘va"_')(wzo')":cv) (”'UZ_UIHOO) . (22)

Now, (22) provides an upper bound on the incremental gain of the re-
duced-order steady-state output operator Fu (u,v) with respect to v.
Hence, Xwz © Yoo (8) < (Ewv + Xwz © Yoo )($) holds for all s > 0. By
introduction of the function p1 = 45, © 1 © ¥.v, which satisfies

(id + p1) © Yzo(8) = Fpw o (Ad + p1)(s), Vs >0 (23)
the terms Y.w. and 7., in (19) can be grouped. Using X wz © Yoo (s) <
(Ewv + Xwz ©Vzv)(s) Vs > 0, (16) irpplies (19), such that Theorem 2
proves input-to-state convergence of X.

2) Error Bound: As a first step, bounds on the signals related to the
high-order system X are derived. Here, the incremental bound on the

steady-state operator F,, [see (10)] leads to
1 = Olloe < xawe (ou Ul = Olloe) + e (5 = Ollc) ) 24)

where it is noted (by using g(0,0) = 0, 2(0) = 0) that z,, = z, = 0
is the unique steady-state solution for zero input. In (24), v,, and w,
denote the steady-state solutions of the signals v and w for input u,
respectively. Then, (9) gives

7l <X (o ) 30 0 X 0 70 (0l ) 25)

S Xwz © (ld + f)J) O Yzv © Xvz © Yzw (H“_’u”x)

+ X 0 (id+p5") 0 You (lufl) (26)

where the weak triangular inequality (Property 1) is applied to split the

terms related to v and @, and where p3 is an arbitrary function of class
K. Rewriting (26) leads to

0l

—1
S (ld — Xwzx © (ld + P%) 09 )rr o Xvz © 7;11:)
0 Xwa © (id 4 p3 ") 0 Yeu ([|ufl)

=t Nuwa ([lufle) @n
with 7,. € K. Here, the small-gain condition (11) guarantees the
existence of a function p3 (e.g. p3 = p1) such that the inverse in (27)
exists. Now, substitution of (27) in (9) gives

< Xo-

vl
|| Ulloo

o Yeuw([@ulloe) < Xo= © Yew 0 fuu ([|ullc)

= 0o ([Jullec) s Nou € Ko (28)

As a second step, steady-state errors are considered, with the error
on w given as

1s@ull.. =I1@u — Bull
= H‘FW(U,T_/‘“) - ﬁ“’(“"/‘ﬁ"') (29)
S H}—“,(u,f)‘“,) - —/Fw(uvé‘uu )
+H‘7:w(11,5u)—‘7:"w(1171j’u) (30)
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Here, the first term is related to the steady-state operator of the high-
order linear subsystem, which satisfies the incremental bound (10). The
second term equals the steady-state error operator &, (u, 0, ), which is,
by assumption, bounded as in (15). Using these bounds, (30) is bounded
as

)
<)

where the property £, (0, 0) = 0 is used. Furthermore, the first term in
(31) is now related to the steady-state error in v, i.e. 60, = Uy — V.
Thus, application of (9) gives

N6 ull o < Xuws © Yoo (17w — Pl

ullo
+ 2w ([ullee) + 2w (1] 31)

||éwu|| Xwz © Yzv © Xvz © Vzw (||5qu||oo) + cwu ([Jull)

o (19l + 1167ull,) - (32)

The triangle inequality and the assumption that £, is of class K is
used to obtain the last term. Subsequently, the last term in (32) can be
split by using Property 1 to obtain

<X
+ Ew

1@l s © e © Xor © Veur(18TulL) + 2 )
+ e 0 (id 4 pa)([165.11)

+ 2wo 0 (id 4+ p7 (17l o) (33)

with p4 an arbitrary class Ko -function. In (33), (9) can be used to
bound ||67. ||, as before, whereas ||7. ||, can be bounded by applica-
tion of the earlier result (28), which yields

6], < ()(m 0 Yav + w0 (id + p4)) 0 Xuz © Y= ([6Wull )
+ (fwu + 2w 0 (id+ p3 ) 0 meu) (Jlulloo) - (34)

Rewriting (34) gives (with 6y, of class Koo)

—1
||6]I)u||,)C S (ld - (X'Lu.l' O Yo + Ewo © (ld + P4)) O Xvz © '7’:1:.1)

o (Swu + cuww © (1d + [)Zl) o 7Ivu) (”u”oo)a
=: Swu ([Ju]|os) - (35)
The small-gain condition (16) guarantees the existence of a function p4
such that the inverse indeed exists (e.g. p4 = p1). Applying (9) gives
a bound on 67, as

167ullo <

Xvz © 77«w(||5’@’u||x) < Xoz © Vaw © Owu (HLL”oo)
dou ([Jullse) s dvu € Kac (36)

To find the bound on the output error §5, = g, — ¥, the first steps
of the analysis of the error 6, are repeated. Repeating the procedure
in (29) and (30) gives

18Fullo < Xu=070 (180ull ) +2yu (lulloc) +2y0 ([0ullc) (37)

which is similar to the result (31). By using the triangle inequality
on the norm of ¢, = v, — 0¥, and the weak triangular in-
equality (Property 1), (37) leads to

167ullc Sxus 0 Yao(llvull) + Eyulllulls)

+ 2ye 0 (I +p5)([|67u]] )

+ 2y 0 (id + p5 (|7l ) (38)

with ps of class K. In (38), the terms related to 67, and ¥, can
be bounded using (36) and (28), respectively. This leads to the final
result (17).
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Exact Differentiation of Signals With
Unbounded Higher Derivatives

Arie Levant, Member, IEEE, and Miki Livne

Abstract—Arbitrary-order homogeneous differentiators based on high-
order sliding modes are generalized to ensure exact robust kth-order dif-
ferentiation of signals with a given functional bound of the (k + 1)th
derivative. The asymptotic accuracies in the presence of noises and dis-
crete sampling are estimated. The results are applicable for the global ob-
servation of system states with unbounded dynamics. Computer simulation
demonstrates the applicability of the modified differentiators.

Index Terms—High-order sliding mode, homogeneity, nonlinear ob-
servers, robustness.

I. INTRODUCTION

Signal differentiation is a well-known problem mostly related to var-
ious observation problems. The main differentiation difficulty is its sen-
sitivity to small high-frequency input noises. Since one cannot reliably
distinguish between the noise and the basic signal, practical differen-
tiation is a trade-off between exact differentiation and robustness with
respect to noises.

The usual assumption is that the noise corresponds to the high-
frequency signal component to be filtered out (e.g., [8], [9]). Re-
spectively, the traditional sliding-mode (SM) differentiators [5], [14],
[15], as well as high-gain differentiators [1], do not provide for exact
differentiation due to filtration involved. The differentiator from [2]
is based on a second-order SM (2-SM) controller using the derivative
sign, whose evaluation requires the possibly-lacking knowledge of the
noise magnitude.

Exact derivatives of arbitrary kth order can be obtained by the ro-
bust exact finite-time-convergent differentiator [10], provided the (% +
1)th-order derivative is bounded by a known constant. The differen-
tiator is based on 2-SMs, and features the best possible asymptotics
in the presence of infinitesimal Lebesgue-measurable sampling noises.
It has already found numerous practical and theoretical applications
(e.g., [31, [4], [7], [12], [13]). While it solves main differentiation prob-
lems of local output-feedback implementation, its global implemen-
tation requires the global boundedness of the (k¥ + 1)th-order output
derivative, which is quite restrictive. Though a global constant bound
could be always chosen for the whole practical operation region, the
constant would be excessively large and would increase differentiator
errors. Thus, the satisfactory performance of the differentiator at the
operation region boundary inevitably causes performance degradation
somewhere inside the region.

On the other hand, main system features are often determined by a
few variables available or observable in real time. In that case upper
bounds of the highest output derivatives and sampling noises can also
be often estimated as functions of these variables. For example, aero-
dynamic features of an aircraft are mostly determined by the dynamic
pressure and the Mach number.

It is assumed in this note that the (k- 1 )th-order derivative has a vari-
able upper bound available in real time. It is proved that the kth-order
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