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Hence, substituting (23) into (22) and the result into (21), for a[t] # 0,
we have
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and a[t] verifies (P2) with £ defined in (23).
To check (P3) we observe that ||vg[]|| and || [¢]|| are bounded by
[|v[0]]] by (6), so by (19) we obtain ||v[t]]| < 2]|v[0]|] =: vo.
Let us finally verify (P4), the bound on b[t]. We have
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for all ¢, in view of (18), as |a¢; — as;] < 1.

Hence, conditions (P1) to (P4) are fulfilled. By Proposition 1 there
exist random variables N', v’ > 0 independent of ¢ such that [v[t]]| <
N'e="" for all t. Therefore

o[l < N0l + [Tl < N'e™ ' 4 No_ye™ =1,
This inequality, toghether with (18), shows that max;<;<¢ |Jv:[t]]] <
Ne " with N = N' + Ny— and v = max{v’, ve—; }. Theorem 1
follows. |
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Steady-State Analysis and Regulation of
Discrete-Time Nonlinear Systems

Alexey Pavlov and Nathan van de Wouw

Abstract—This paper presents results on steady-state analysis and reg-
ulation for nonlinear discrete-time systems subject to time-varying excita-
tions. In the analysis part of the paper, for convergent nonlinear systems
(which have uniquely defined steady-state responses to excitations) we pro-
vide a complete characterization of the steady-state responses to excitations
generated by an exosystem. As a corollary, we obtain a nonlinear frequency
response function which extends the well-known FRF defined for linear sys-
tems to the class of nonlinear convergent systems. In the control part of the
paper, we present a characterization of all controllers solving the global
output regulation problem. All these results are obtained using the ma-
chinery of convergent systems, extended to the discrete-time setting. For
piecewise affine systems, general results are supplied with a constructive
design procedure.

Index Terms—Convergent systems, discrete-time systems, frequency re-
sponse functions, incremental stability, nonlinear systems, output regula-
tion, PWA systems.

1. INTRODUCTION

In many theoretical and practical problems where a dynamical con-
trol system (either continuous- or discrete-time) is excited by time-
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varying inputs, the dynamics of the system can be split into transient
and steady-state parts. For linear systems, a wide range of tools exists
for analysis and controller design for both of these parts (for example
based on such a powerful tool as the frequency response function).
For nonlinear systems, on the other hand, due to their inherent com-
plexity, available results focus mostly on transient dynamics, in partic-
ular, on stability analysis and stabilization by means of feedback. There
are relatively few results on analysis and controller design focusing on
steady-state dynamics for nonlinear systems with inputs. At the same
time, analysis of steady-state responses to excitations and shaping their
properties by means of feedback are very important in practical appli-
cations. For example, tracking properties of a closed-loop system for
reference signals in the low frequency range or its sensitivity to mea-
surement noise in the high frequency range fall into the category of the
steady-state analysis. For linear systems such powerful tools as sensi-
tivity and complementary sensitivity functions allow one to quantify
these properties. These sensitivity functions are based on the notion of
the frequency response function, which does not have a proper counter-
part in the domain of nonlinear systems. This partly explains the lack
of tools for steady-state analysis and control for nonlinear systems.

Another explanation stems from the fact that for general nonlinear
systems, the notion of steady-state response corresponding to a time-
varying input is not well defined. Even if a nonlinear system has a glob-
ally asymptotically stable equilibrium for a zero input, solutions of the
system corresponding to a non-zero input can diverge to infinity or con-
verge to one or several bounded solutions depending on the initial con-
dition. This makes any steady-state analysis for nonlinear systems very
non-trivial. Still, some quantitative steady-state characteristics of so-
lutions of a nonlinear system excited by inputs can be obtained in the
framework of input-to-state stability (ISS) or L»-gain analysis, see, e.g.
[11, [2]. These frameworks provide quantitative estimates for bounds
on system responses (in terms of the ISS- or Lo-gain) to general in-
puts. The estimated gains are, however, generally rather conservative
especially when applied to particular types of excitations such as, for
example, periodic excitations or excitations with a particular frequency
content, which are often encountered in applications.

One possible approach to analyze steady-state behavior of a system
is to consider it locally, in a small neighborhood of an equilibrium
and with small inputs. It is natural to expect that in this case, pro-
vided the equilibrium is exponentially stable, a number of the system’s
steady-state properties can be captured from its linearization at the
equilibrium. However, in many cases one needs to analyze or control
a nonlinear system outside of such a small neighborhood. Moreover,
linearization may not be defined, as, for example, for piecewise affine
(PWA) systems.

From the control side, the problem of shaping steady-state responses
can be efficiently addressed in the framework of nonlinear output regu-
lation [3]-[5]. In this framework, the objective is to stabilize and shape,
by means of control, steady-state responses of a nonlinear system to ex-
citations generated by an exosystem. Shaping of steady-state responses
is done to achieve zeroing of a regulated output of the system. Although
there are plenty of results on output regulation for continuous-time sys-
tems, see, e.g., [3]-[6] and references therein, only a few results are
available for discrete-time systems. The only result on discrete-time
output regulation for nonlinear systems known to the authors [4] corre-
sponds to the case of local output regulation (i.e. in a sufficiently small
neighborhood of the origin and for sufficiently small inputs).

In this paper we present results on steady-state analysis and con-
troller design for discrete-time nonlinear systems in a non-local and
non-equilibrium setting. In particular, for the class of convergent non-
linear discrete-time systems (which have uniquely defined steady-state
responses to external excitations), we provide a complete character-
ization of the steady-state responses to excitations generated by an
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exosystem. The result is non-local and provides this characterization
in terms of an invariant manifold. As a corollary, for convergent sys-
tems we obtain a complete characterization of steady-state responses
to harmonic excitations (in the discrete-time setting) of all amplitudes,
frequencies and phases. This characterization is given in terms of a
finite-dimensional function, which we call a nonlinear frequency re-
sponse function. This function serves as an extension of the well-known
FRF from the linear systems theory. Based on the obtained analysis
results, we also provide a complete characterization of all controllers
solving the global uniform output regulation problem. The presented
results extend results obtained for continuous-time systems in [5], [7]
to the case of discrete-time nonlinear systems. Moreover, we extend
results on local nonlinear output regulation for discrete-time systems
from [4] to the global setting.

These extensions have been made possible thanks to the notion of
convergent systems, [5], [8], [9]. In this paper, we extend this notion
from the continuous-time case to the case of discrete-time systems.
Moreover, we provide constructive results to verify the convergence
property and to achieve it by means of feedback for the class of piece-
wise affine (PWA) systems. Apart from serving the needs of this paper,
these results are highly instrumental in solving tracking, synchroniza-
tion and observer design problems for discrete-time PWA systems, as
it has been illustrated for the continuous-time case in [10].

The paper is organized as follows. In Section II, we provide defi-
nitions of convergent discrete-time systems and sufficient conditions
to verify the convergence property for general nonlinear systems. For
PWA systems, these general conditions are translated to an LMI-based
result and extended to a constructive controller design procedure to in-
duce the convergence property by means of feedback. Section III con-
tains results on steady-state analysis of convergent nonlinear systems.
Here we also introduce the notion of nonlinear frequency response
function for convergent systems. In Section IV, we formulate the global
uniform output regulation problem for nonlinear discrete-time systems
and provide a characterization of all controllers solving this problem.
Finally, Section V summarizes the paper with conclusions.

We will use the following notations. Z and R denote the sets of in-
teger and real numbers, respectively. Given a matrix P = P” > 0 and

a vector z, |z|p = Val Pux.

II. CONVERGENT DISCRETE-TIME SYSTEMS

In this section we consider general discrete-time nonlinear systems
described by equations of the form

o[k +1] = f (x[k]. k) )

where x € R" is the state and f : R" x Z — R" and k& € Z reflects
the discrete time variable.

Definition 1: System (1) is called (uniformly, exponentially) con-
vergent if

* there exists a unique solution Z[k] that is defined and bounded on

7 (from —oc to +00),

* Z[k] is globally (uniformly, exponentially) asymptotically stable.!

The solution z[k] is called a steady-state solution.

1A solution Z[k] of system (1) is called:

- globally asymptotically stable (GAS) if a) for any € > 0 and ky € Z there
exists & = 8(e, ko) > 0 such that if |x[ko] — Z[ko]| < 8, then |x[k] — z[K]|
< eforall k > ko; b) any solution x[k] satisfies |z[k] — Z[k]| — 0, as
k — 4oc.

- globally uniformly asymptotically stable (GUAS) if a) for any € > 0 there
exists § = &(e) > 0 suchthatif |x[ko] —Z[ko]| < 6, then |z[k]—z[k]| < e
for all k& > ko; b) for any R > 0 and any € > 0 there exists T =
T(R,€) > 0 such that if |«[ko] — Z[ko]| < R, then |2[k] — Z[k]| < €
forall k > ko + 1.

- globally exponentially stable (GES) if there exist¢ > O and 0 < A < 1
such that |z[k] — Z[k]| < eA*=*0)|x[ko] — Z[ko]| for all & > ko.
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As follows from this definition, any solution of a convergent system
“forgets” its initial condition and converges to the steady-state solution,
which is independent of the initial condition. The convergence property
is an extension of stability properties of asymptotically stable linear
systems excited by external inputs. Similar to the case of linear systems,
the steady-state solution of a convergent system with a periodic right-
hand side is also periodic with the same period. If the right-hand side of
a convergent system is time-invariant, then the steady-state solution is
an equilibrium. These properties can be shown to hold in the same way
as for the continuous time case [5], [8]. Moreover, since all solutions
of a convergent system converge to a bounded steady-state solution,
the following two properties hold: all solutions are bounded in forward
time and any two solutions converge to each other.

In the scope of control, time dependency of the right-hand side of
system (1) is usually due to some input. This input may represent, for
example, a disturbance or a feedforward control signal. In this case the
system takes the form

zlk + 1] = f (x[k], w[k]) 2)

with state € R™ and input w € R™. Below we define the conver-
gence property for systems with inputs from a certain class Z.

Definition 2: System (2) is said to be (uniformly, exponentially)
convergent for a class of inputs 7 that are defined on Z if it is (uni-
formly, exponentially) convergent for every input w € Z. In order to
emphasize the dependency on w[k], the steady-state solution is denoted
by T [E].

Next we give a definition of an additional property of a convergent
system linking bounds on the inputs to the bounds on the corresponding
steady-state solutions.

Definition 3: System (2) that is convergent for some class of inputs
7 is said to have the Uniformly Bounded Steady-State (UBSS) property
if for any p > 0 there exists R > 0 such that for any input w € 7 the
following implication holds:

|wlk]| < p Yk € Z= |T,[k]]| <R Vk € Z.

It can be shown that if convergent system (2) is Input-to-State Stable
(ISS) [1], then it has the UBSS property.

The next theorem provides sufficient conditions under which system
(1) is exponentially convergent. It is a discrete-time counterpart of the
result on convergent continuous-time systems from [8] (see also [9]).

Theorem 1: Consider system (1) with a Lipschitz continuous right-
hand side satisfying

|f(l1k)_f(12ﬂk)|]’ SA|"E1_I2|P7 Vo, 22 €R", keZ 3)
sup |f(0,k)|p=:C <4 “)
kez

for some matrix P = P? > 0 and number X such that 0 < \ <
1. Then system (1) is exponentially convergent with the steady-state
solution Z[k] satisfying sup;z |Z[k]|» < (C/1 — X). Moreover, any
two solutions of system (1) satisfy

|21 k] = 2o (k]| p < AR |2 (ko] — walko]|p . VA > koo (5)

Proof: The proof can be found in [14], [11]. |
Remark 1: Tt follows from Theorem 1, that for systems with inputs
of the form (2) with f(x,w) being continuous in both = and w, the
condition |f(z1,w) — f(xz, w)|p < Aoy — x2|p, forall 1,22 €
R",w € R™, satisfied for some matrix P = PT = 0and 0 < A <
1, implies that system (2) is exponentially convergent with the UBSS
property for the class of inputs defined and bounded on Z, and any two
solutions corresponding to the same input w[k] satisfy (5).
Remark 2: Note that inequality (5), which follows from (1) and
(3), implies that every solution of system (1) is globally exponentially
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stable. Systems with such a property are referred to as incrementally
stable or contracting, see, e.g. [12], [13]. The essential difference be-
tween Theorem 1 and the results from the above mentioned references
is that Theorem 1 proves the existence and uniqueness of a steady-
state solution as defined in Definition 1. In [12], [13] the existence and
uniqueness of the steady-state solution has been proven only for the
case of systems with periodic or time-invariant right-hand sides. Here
we prove it for systems with arbitrary time-varying right-hand sides.
The uniquely defined steady-state solution is highly instrumental in
both the analysis of the steady-state dynamics and output regulation. It
allows one to split system analysis into steady-state analysis and anal-
ysis of the transient dynamics.

A. Convergent PWA Systems

The general conditions of Theorem 1 can be difficult to check. Below
we provide constructive sufficient conditions for exponential conver-
gence of piecewise affine (PWA) systems characterized by continuous
PWA maps. Consider the state space R" that is divided into polyhedral
cells A;, i = 1,...,1, by hyperplanes given by equations of the form
HlTJr + hij = 0,such that A; C {x € R" : Hl:gr + hij > 0} and
A; C{e €R": HYa + hij < 0}, with H;; € R™ and I;; € R for
{i,j} =1,...,1andi # j. We will consider piecewise-affine systems
of the form

z[k + 1] = Asx[k] + b; + Bulk] + Dw[k], (6)

for «[k] € A;,i = 1,...,1. The vectors x[k] € R", u[k] € R” and
w[k] € R™ are the state, control and input vectors at time k, respec-
tively. A;, b;,s = 1,...,1, B and D are constant matrices and vectors
of appropriate dimensions. The hyperplanes H ,1]¢ + hi; = 0 are the
switching surfaces. We assume that the inputs w[k] are defined on the
whole time axis Z.

We will deal with piecewise affine systems which have continuous
right-hand sides in x, v and w. This continuity requirement on the right-
hand side of system (6) is equivalent to the condition that for any two
cells A; and A; having a common boundary H gzv + hij = 0 the
corresponding matrices A; and A; and the vectors b; and b; satisfy
the equalities

GiiHY =A;, —A;, Gijhij=b;—b; (7
for some vector G;; € R"™ (see, e.g., [5], [10]). The following the-
orem establishes sufficient conditions for exponential convergence of
the open-loop system (6) (i.e. with u[k] = 0) for the class of bounded
inputs w[k].
Theorem 2: Suppose the right-hand side of (6) is continuous and
there exist a matrix P and a number & such that 0 < & < 1 and
P=P" >0, ATPA, <aP, i=1,...,1 ®)
Then system (6) is exponentially convergent with the UBSS property
for the class of inputs w[k] that are defined and bounded on Z. More-
over, any two solutions corresponding to the same input w([k] satisfy
lz1[k] — 22[k]|p < AFTFO |2y [ko] — aalko]|p, Vhk > ko. for the
given P and A = v/a.
Proof: The proof can be found in [14], [11]. |
It may seem that the result of Theorem 2 can be directly obtained
from the contraction analysis as presented in [13]. However, this is not
the case for two reasons. Firstly, contraction analysis does not provide
existence and uniqueness of the steady-state solution, see Remark 2.
Secondly, the results on contraction analysis from [13] do not apply
here, since they require the right-hand side to be smooth, which is not
the case for PWA systems. Still it may seem that condition (8), which
is the analog of the contraction condition from [13], and which guaran-
tees the existence of a common quadratic Lyapunov function for every
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linear mode, is such a strong requirement that it alone guarantees the
convergence property of system (6) for arbitrary bounded inputs w/[k].
In general, this is not the case, as has been demonstrated in [14].

The following theorem provides conditions under which PWA
system (6) can be made convergent by means of a piecewise affine
feedback of the form

ulk] = Kix[k] + d; + v[k], for z[k] € A;, i=1,...,1 (9

with K; € R™*™ andd;, € R™,i = 1,...,1, being feedback param-
eters to be designed. The vector v € RP is an auxiliary control input
that can be used for shaping the steady-state solution.

Theorem 3: Consider PWA system (6) with a continuous right-hand
side. Suppose there exist P € R"*™, Z, € R™*",d; € R™,i =
1,...,1,and a number 0 < @ < 1 such that

aP PA] +z2!'B"

_pt
P=P >0 | 4piBz P

>0 (10)

and for any pair of cells A; and A; having a common boundary given

by H ,%]- x + hi; = O there exists a vector M;; € R™ such that

Zi— 2; = My;HSP, di—dj = Mijhij. (11)
Then system (6) in closed loop with controller (9) having feedback
gains K; = Z/P~ ', and d;, i = 1,...,1, satisfying (11) is expo-
nentially convergent with the UBSS property with respect to inputs
wlk], v[k].
Proof: The dynamics of the closed-loop system (6), (9) is given
by:
x[k + 1] = A;z[k] + b, + Bu[k] + Dw[k] (12)
forx € A;,i = 1,...,1, with A; := A; + BK;,b; = b; + Bd;,
i = 1,...,1. Pre-and post-multiplication of the second inequality in

. Pt
(10) with { 0 i

], using the definition A; = A; + BK; and
the substitution of P = P! yields {

aP AP
PA,; P
the Schur complement yields the inequality AT PA; < aP, with P =
PT » 0and 0 < @ < 1. Moreover, the right-hand side of (12) is
continuous with respect to z, since it can be represented as the sum
fo(x) + Bfu(z) + Bu[k] + Dw[k], where f.(z) := A;x + b; and
fu(z) = Kz +d;, forx € A;,i = 1,....1. The continuity of f,(x)
is explicitly required in the theorem. The continuity of f.(xz) follows
from (11) after post multiplying the first condition in (11) with P ~*
and applying conditions in (7). Thus by Theorem 2 we conclude that
the closed-loop system (12) is exponentially convergent with the UBSS
property for the class of inputs v[k] and w[k] bounded on Z. |
Remark 3: Theorem 3 can be directly employed to design con-
trollers solving the state tracking problem for PWA systems [14], [11].

} > 0. Exploiting

III. STEADY-STATE ANALYSIS AND FREQUENCY
RESPONSE FUNCTIONS

In this section, we analyze the steady-state dynamics of convergent
system (2) with inputs w[k] being solutions of the system
wlk+ 1] = s(w[k]), we€R™ (13)
where s : R™ — R™. We will show that in this case the steady-state
dynamics can be fully characterized by a finite-dimensional function
a(w) that maps the input w[k] to the corresponding steady-state solu-
tion Z.,[k] = a(w(k]).
Firstly, let us introduce some assumptions on system (13). We
assume that s(w) is a mapping with a well-defined inverse s ' (w).
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Under this assumption, for any wo € R™ there is a unique solution
w[k] defined on Z and satisfying w[0] = wgy. We denote the class
of solutions of system (13) by Z,. Where it is necessary, we will
emphasize the dependency of w[k] on the initial condition by writing
wk, wo]. Moreover, we introduce the following boundedness assump-
tion on solutions of system (13).

Assumption BA.: For every r > |0 there exists p > 0 such that
lwo| < 7 = |wlk,wo]| < pVk € Z.

The next result provides a characterization, in terms of an invariant
manifold, of all steady-state solutions of system (2) corresponding to
inputs w[k] generated by (13).

Theorem 4: Suppose system (2) is convergent for the class of inputs
7. Then there exists a function « : R™ — R™ such that for any
solution w[k] of system (13) the corresponding steady-state solution
of (2) equals z.,[k] = a(w[k]). If every solution w[k] of system (13)
is bounded on Z, then a(w) is the unique solution of the equation

a(s(w)) = fla(w),w), weR™ (14)
in the class of functions mapping bounded sets to bounded sets. If,
in addition, the functions f(x,w), s(w) and s~ *(w) are continuous,
system (2) is uniformly convergent with the UBSS property for the class
of inputs 7, and system (13) satisfies the boundedness assumption BA ,
then «(w) is continuous.

Proof: The proof of this theorem follows a similar line of rea-
soning as the proof of its continuous-time counterpart [5], [7]. For sake
of brevity, we refer to [11] for the full proof for the discrete-time case.l

This invariant manifold theorem is essential in the analysis of the
output regulation problem studied in Section IV. Moreover, it allows
us to define frequency response functions for nonlinear convergent
systems. For linear systems, frequency response functions—usually
presented in the form of Bode plots—allow one to analyze system’s
sensitivity to external disturbances, see, e.g., [15], [16]. While being
defined in the frequency domain, in the time domain these functions
completely characterize steady-state responses of a linear system to
harmonic excitations. Clearly, for general nonlinear systems the con-
cept of a frequency response function does not exist. However, below
we will show that for the class of convergent nonlinear systems, one
can define a finite-dimensional function that completely characterizes
the steady-state responses to harmonic excitations (in the discrete-time
setting) for all amplitudes, frequencies and phases. We will call this
function a nonlinear frequency response function. As an application
example, it has been shown in [17] that knowledge of the steady-state
responses to harmonic excitations can be essential in nonlinear perfor-
mance-based control design for e.g. optical storage drives.

Theorem 5: Consider the system

alk +1] = £ (a[K], plK]) (15)
where f(x,p) is a continuous function, € R"™ is the state and p € R
is the input. Suppose it is uniformly convergent with the UBSS property
for the class of bounded inputs. Then there exists a continuous function
X : R* xR — R" such that for any a, w and ¢ the steady-state solution
of system (15) corresponding to the input p[k] = asin(2rwk + @) is
given by

Tawelk] = x ([a cos(2mwk + @), asin(2rwk + )], w).  (16)

The function Y(v,w) with v = (v1,v2)T is the unique continuous

solution of the equation

cos 2w —sin 27w
X(S(w)v,w)=f(x(v,w),v2), S(w)=

sin 2wrw  cos2ww

a7
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Proof: The proof of this theorem follows from the fact that sig-
nals of the form p[k] = asin(27wk + ¢) for various a, w and ¢ are
generated by the system

{ ’Ulg[k + 1] =9 (’Ug []i]) ’Ulz[k],
vk 4+ 1] = v[k]

=l

where via = [vi,v2]” € R?, v3 € R, with the initial conditions
v12[0] = [acosd,asind]”, v3[0] = w and S(w) as given in (17).
Consequently, we can treat system (15) excited by the input p[k] =
asin(27wk + ¢) as the system

2k + 1] = f (2[k], v lK]) (19)
excited by a solution of the system (18). According to the conditions
of the theorem, system (19) is uniformly convergent with the UBSS
property for the class of bounded inputs. Since all solutions of (18)
are bounded on Z, system (19) is uniformly convergent with the UBSS
property for the class of all solutions of (18). Moreover, one can easily
check that system (18) with the state w := [v1, va, ’U3]T satisfies the
boundedness assumption BA. Therefore, by Theorem 4 there exists
a unique continuous function y : R®* — R" satisfying (17), see (14)
in Theorem 4, such that for any solution w[k] = [v1[k], va[k], w]”
of system (18) the corresponding steady-state solution of system (19)
equals Z,,[k] = x(v1[k],v2[k], w). In particular, for the solution of
system (18) [a cos(2nwk + ), a sin(2nwk + ¢), w]T, which corre-
sponds to the input p[k] = a sin(27wk + @), the steady-state solution
equals Zawe[k] given in (16). ]

In the case of linear systems, the information on responses to har-
monic excitations is provided by the frequency response function. Due
to linearity, only frequency-dependent characteristics contain the es-
sential information on the response. In the nonlinear case, the steady-
state responses to harmonic excitations will depend also on the am-
plitude and phase. The function x takes into account amplitude and
phase information (in addition to the frequency) and provides a com-
plete characterization of responses to such excitations. Still, following
the linear systems tradition, we will call function x a Frequency Re-
sponse Function (FRF), or a nonlinear FRF, omitting the words ampli-
tude and phase in this term. Knowing this nonlinear FRF allows one to
compute any quantitative characteristics of the steady-state responses
to harmonic excitations.

In theory, the nonlinear FRF can be found from (17). Analytical or
numerical methods for solving this equation lie outside the scope of
this paper. One numerical method can be found in [11], together with
an example of computing the nonlinear FRF for a PWA system.

IV. THE GLOBAL OUTPUT REGULATION PROBLEM

In this section, we apply results from the previous section to obtain
a characterization of controllers solving the global output regulation
problem. In the output regulation problem, we consider systems mod-
eled by equations of the form

[k + 1] = f (x[k], ulk], w[k]) (20)
elk] = hr (2[k], w[k]) 21)
y[k] = hm (2[k], w[k]) (22)

with state @ € R"™, control v € RP, regulated output e € R'", and
measured output y € R'™ . The exogenous signal w[k] € R™, which
can be viewed as a disturbance in (20), as a reference signal in (21), or
as measurement noise in (22), is generated by exosystem

wlk + 1] = s (w[k]).

w e R™. (23)
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We assume that function s(w) has a well-defined inverse and hence all
solutions of (23) are defined on Z. Moreover, we assume that the ex-
osystem satisfies the boundedness assumption BA (see Section III).
The set of solutions of the exosystem (23) is denoted by Zs. The func-
tions f (&, u, w), hy (2, w), by (2, w), s(w) and s~ (w) are assumed
to be continuous. The problem that we are going to analyze is formu-
lated below.

The Global Uniform Output Regulation Problem: Find, if possible,
an output feedback controller of the form

¢k + 1) =n (k] y[k])
u[k] =6 ([k], y[k])

£eR? (24)

(25)

for some ¢ > 0 with continuous functions (€, y) and 8(&, y) such that
the closed-loop system

x[k + 1] = f («[k], 8 (E[K], hm (2[K], w[K])), w[k])
Elk + 1] =5 (E[R], I (2[K], w(k]))

(26)
@7

satisfies the following conditions:

a) itis uniformly convergent with the UBSS property for the class
of inputs Z;;

b) for all solutions of the closed-loop system and the exosystem
starting in (z[0], £[0]) € R and w[0] € R™ it holds that
elk] = h,(z[k], w[k]) — 0as k — +oo.

The uniform convergence requirement guarantees that the
closed-loop system (26), (27), has a uniquely defined steady-state
solution, which is bounded and UGAS. It is determined only by the
corresponding input w[k]. The UBSS property (see Definition 3)
guarantees that the steady-state solution has a bound which can be
calculated from a bound on w[k]. Condition b reflects the main control
goal: asymptotic zeroing of the regulated output.

Before formulating the main result of this section, we introduce some
notations for w-limit sets; an w-limit set can be viewed as a set con-
taining the steady-state dynamics of system (23). For a bounded tra-
jectory wlk, wo] starting in wo € R™, by Q(wo) we denote the set of
points w* such thatlim; .4 o w[k;, wo] = w* for some sequence {k; }
with lim; 4 o ki = 4+00. By Q(R™) we denote the union Q(R™) :=
Uy erm €2(wo). For the case of an exosystem with bounded on Z tra-
jectories and continuous s(w) and s~ (w), the following statements
can be proved in the same way as for the continuous-time case, see,
e.g., [18]. For a bounded trajectory wk, wo], the w-limit set 2(wo) is
a bounded nonempty invariant set. Moreover, Q2(R™) is an invariant
set that attracts all trajectories of the exosystem. The latter fact justifies
the comment that Q2(R™ ) can be considered as a set of the steady-state
dynamics of system (23).

Now we can formulate necessary and sufficient conditions for a con-
troller (24), (25), to solve the global uniform output regulation problem.

Theorem 6: Consider exosystem (23) and system (20)-(22) in
closed loop with controller (24), (25). Under the condition that the
closed-loop system is uniformly convergent with the UBSS property
for the class of inputs Z,, controller (24),(25) solves the global uni-
form output regulation problem if and only if there exist continuous
mappings 7(w), ¢(w) and ¢(w) defined in some neighborhood of
Q(R™) such that relations

™ (s(w)) = f (7(w), e(w),w) (28)
0=h,(r(w),w) 29)

o (s(w))=n(o(w),hy, (r(w),w)) (30)
c(w)=0(o(w), hm (7(w),w)) 31)

hold for all w € Q(R™).
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Proof: For the sake of brevity, we refer to [11] for a complete
proof of this theorem, which is essentially based on Theorem 4 and
follows a similar line of reasoning as the proof of its continuous-time
counterpart in [5]. [ ]

Condition (28), (29) is a discrete-time counterpart of the well-known
regulator equations [4]-[6]. Solvability of (28), (29) implies the ex-
istence of an input u[k] = ec(w[k]) with a corresponding solution
2[k] = w(w[k]) of system (20) along which the regulated output e[¥]
is identically zero. Since this condition is independent of the particular
controller, the existence of continuous 7(w) and ¢(w) satisfying (28),
(29) serves as a general necessary condition for the solvability of the
problem.

Condition (30), (31) is the so-called immersion property, which
means that controller (24), (25) is capable of generating the output-ze-
roing input u[k] = c¢(w[k]) from the measured output y[k] =
how (m(w[k]), w[k]) corresponding to the solution x[k] = w(w[k]).

Both the solvability of the regulator equations and the immersion
property guarantee the existence of bounded solution (x[k], £[k]) :=
(m(wlk]), o (w[k])) of the closed-loop system along which the regu-
lated output equals zero. The uniform convergence property, on the
other hand, guarantees that this solution is a globally uniformly asymp-
totically stable solution of the closed-loop system, which yields asymp-
totic zeroing of the regulated output. The UBSS property is not needed
for the design purposes, but it is needed for the analysis purposes to
conclude on the necessity of the conditions (28)—-(31). Since all solu-
tions of the exosystem eventually converge to the w-limit set 2(R™),
we only need to check conditions (28)—(31) on this set.

On the one hand, Theorem 6 is a discrete-time counterpart of the
solvability results for the non-local setting of the continuous-time non-
linear output regulation problem studied in [5], [6]. On the other hand,
it is an extension of the local solvability results from [4] to the global
setting. The results presented in [4] are based on the center manifold
theorem [19], which is an essentially local result with limitations on
the exosystem dynamics, whereas Theorem 6 is based on Theorem 4, a
global invariant manifold theorem without local limitations on the ex-
osystem dynamics.

From the design point of view, in addition to conditions (28)—(31), a
controller solving the output regulation problem also has to make the
closed-loop system uniformly convergent with the UBSS property. To
develop such a controller, one can use the results of Section II and, for
PWA systems, Theorem 3. An example illustrating the application of
Theorem 6 and Theorem 3 to piecewise affine systems can be found in
[11]. This example is not included here due to space limitations of the
technical note format.

V. CONCLUSIONS

In this paper we have presented results on steady-state analysis and
output regulation of nonlinear discrete-time systems. The first result
provides a characterization of all steady-state solutions of a nonlinear
convergent system excited by an exosystem. This characterization is
obtained in terms of a finite-dimensional function. As a particular case
of this result, we have proven the existence of a nonlinear frequency
response function, which characterizes steady-state responses of a
convergent nonlinear system to harmonic excitations of all frequen-
cies, amplitudes and phases. This function is an extension of the
frequency response function from the linear systems theory to the
case of nonlinear systems. Secondly, for the global output regulation
problem, we have presented a characterization of all controllers
solving this problem. This result extends existing non-local solvability
results for continuous-time systems to the case of discrete-time sys-
tems on the one hand, and local solvability results for discrete-time
systems to the global setting on the other hand. All these results are

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 57, NO. 7, JULY 2012

based on the notion of convergent systems, which proves to be very
instrumental in non-equilibrium and non-local analysis and control
problems for nonlinear systems. To facilitate our studies, we have
defined this notion for the case of discrete-time systems and presented
the corresponding sufficient conditions. The obtained general results
are supported by constructive results for piecewise affine (PWA)
systems. The results presented in this paper may serve as a basis for
further developments in non-equilibrium and non-local analysis and
control design for nonlinear systems, such as those encountered in
synchronization, observer design, steady-state performance analysis
and nonlinear filtering.
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